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Abstract

Polymer additives have potential as a key engineering tool for modifying environmental,
industrial, energy, and microfluidic flows. In many cases, polymer elasticity can drive unsta-
ble, chaotic flow fluctuations in many ways reminiscent of turbulence, despite the absence
of inertia that is typically requisite. While this unstable flow is well-studied in unconfined
settings, it remains poorly understood how—or even if—this instability arises in complex,
tortuous porous media, which are characteristic of environmental, industrial, energy, and
microfluidic applications. In this dissertation, we address this gap in knowledge by fabri-
cating transparent porous media of controlled geometries and directly imaging the flow in
situ. First, using 1D pore arrays, we demonstrate that polymers accumulate memory along
the successive expansions and contractions of a porous medium, and produce a surprising
bistability in the stationary pore-scale flow state. Next, using 3D bead packings, we demon-
strate for the first time that elastic turbulence can arise in disordered 3D porous media at
flow conditions relevant to industrial applications. Leveraging this new knowledge of the
underlying flow, we develop a theoretical model for the macroscopic flow resistance at vary-
ing flow rate, providing the first quantitative link between microscopic fluctuations and
macroscopic transport of polymer solutions in porous media, resolving an over-50-year-old
puzzle. We then extend this model to stratified porous media characteristic of many envi-
ronmental applications. We demonstrate that elastic turbulence arises at distinct macro-
scopic flow rates in individual strata, allowing design of flow conditions that leverage the
concomitant increase in flow resistance to redirect flow to low permeability strata and ho-
mogenize the flow across strata. Our ongoing work indicates these findings can be general-
ized to other polymer solutions, and leveraged for new applications, like enhanced mixing
under confinement. These results suggest that many modeling approaches from inertial
turbulence can be adapted for elastic turbulence—thus providing new avenues to under-
stand, control, and engineer chaotic flows in confined spaces.
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To all the hazy thoughts in search of an experiment.
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... so much of good science—and perhaps all of great
science—has its roots in fantasy.

Edward O.Wilson, Letters to a Young Scientist
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Therefore, since brevity is the soul of wit,

And tediousness the limbs and outward flourishes,

I will be brief.

William Shakespeare, Hamlet

s

Preface

Dissertations are rarely read and seldom enjoyed. Formal publications already

describe this work in technical detail; the academic reader will prefer those documents re-

gardless. You are a friend, family, or (one can dream) a genuinely interested stranger; for

you, I have aimed to write something pleasurable—or at least bearable—to read.
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Turbulence is the most important unsolved problem of

classical physics.

Richard Feynman, 1964 lectures on physics

1
Introduction

In 1964, Richard Feynman called turbulence “the most important unsolved problem

of classical physics.” This chaotic motion of fluids has garnered intrigue for centuries be-

cause it is at once fundamentally unpredictable yet staggeringly universal: the same fractal

patterns emerge in the wakes behind flying bugs and behind planes, and the mixing creamer
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in our coffee is not so different from a freshwater river dumping into the ocean. This chaos

generally carries with it an elevated transport of momentum, solutes, and heat that play

crucial roles in a wide range of environmental, industrial, and medical flows. Turbulence is

used broadly in the chemical engineering industry to provide enhanced reactive solute mix-

ing in stirred tank reactors and combustion chambers, and enhanced heat transfer in heat

exchangers and cooling fins. Turbulence also carries with it an elevated resistance to flow,

indicative of a higher rate of viscous dissipation of macroscopic mechanical work into heat,

which is important to minimize for the aerodynamics around vehicles and aircraft and to

maximize for the propulsion of helicopters, rockets, and watercraft.

Yet turbulence has its limits, and the Achilles’s heel is confinement. We now understand

well that the inertia of moving fluid particles provides a type of transient “memory” that

drives this chaotic flow state, while under strong geometric confinement the viscous dis-

sipation of momentum into heat “erases” this memory. This viscous suppression is in-

evitable in a broad range of environmental and industrial processes—from flow through

the tight pore space of groundwater aquifers, to chemical processing in packed beds and

chromatography columns, and reactions in the tiny channels of microfluidics and medical

diagnostic chips. In these settings, momentum transfer is static in time, solute mixing is

diffusion-limited, and heat transfer is conduction-limited.

The solution, then, is to find another type of chaos. We now come to recognize turbu-

lence as part of a broader class of chaotic transport phenomena. Weather patterns in the

atmospheric boundary layer exhibit a peculiar variation of turbulence confined to 2D,9

and a variety of living systems from the microtubules in our cells to collections of bacteria

can produce a reminiscent chaotic flow.10 One such connection was drawn just a year after
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Figure 1.1: Imposed le -to-right flow of a polymer solu on in a pore within a disordered 3D porous medium. Panels
show increasing flow rate from le to right. Bright streaks show the mo on of tracer par cles; dark circles at the pe-
riphery show the solid grains comprising the solid matrix. At high flow rates, the flow becomes chao c, with streamlines
that con nually fluctuate and cross.3

Feynman made his quip: by dissolving a dilute amount of flexible polymers into a viscous

solvent, rheologists Georgii Vinogradov and V. Manin observed an unusual elastic analog

to turbulence with striking visual similarity in its chaotic motion (Figure 1.1 gives an exam-

ple from this dissertation).11 Yet despite our capability to engineer with turbulence, few of

the same mathematical tools have been translated to these other similarly chaotic flows.

In this dissertation, I attempt to translate some of this understanding from inertial tur-

bulence to the unstable dynamic flow state that arises in polymer solutions. In particular,

I have found that Vinogradov’s elastic instability gives a similar type of fluid “memory” in

porous media (chapter 2), and in disordered 3D porous media produces a flow state very

reminiscent of Feynman’s turbulence with an analogous increase in viscous dissipation, re-

solving an over-50-year-old puzzle12 (chapter 3). Control of this excess resistance can then

be leveraged to manipulate flow in geological settings (chapter 4), and engineer enhanced

mixing in confined spaces (chapter 5). Polymer solutions thus provide a new avenue to steal

ideas from turbulence and adapt them for new settings . Let us then understand these poly-

mer solutions, and how exactly they produce this lucrative “elastic turbulence.”*
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B

1.1 Polymer solutions

What is the difference between a liquid and a solid? Perhaps trivially a liq-

uid can flow while a solid remains rigid, but quick examples can easily confound this idea.

Peanut butter in the jar is rigid until scooped, while the solid rock mantle of the earth con-

vects continuously.

Still, peanut butter feels very different from a rock, and your intuition can rightly sepa-

rate them along a spectrum of more liquid-like to more solid-like. Water is of course very

liquid-like, and when perturbed it remains rigid only very briefly; namely, the time it takes

for molecules to thermally rearrange which is about 1 picosecond (10−12 s), much too fast

for any camera to record. The earth’s mantle conversely is very solid-like, and rotates once

every 10 million years, much too slow for any camera to record. Only for intermediate ex-

amples (peanut butter, jelly, silly putty, asphalt, glass) does our attention span as humans

overlap with the speed of motion for us to notice a solid flowing over the course of a few

minutes or years.

This spectrum that we have laid out goes from liquid to solid, based on a single material

property that I have vaguely described as “time to flow”. The nuances of this time scale (in

This chapter is based in part on a published review by Christopher A. Browne, Audrey Shih, and Su-
jit S. Datta. Pore‐Scale Flow Characterization of Polymer Solutions in Microfluidic Porous Media. Small,
16(9):1903944, 2019.1

*Though sometimes the term “elastic turbulence” is reserved for unstable viscoelastic flows with specific
scaling laws,13 I will use it in this dissertation to simply refer to any chaotic polymer solution flow in the
absence of inertia Re ≪ 1, as is frequently done.14,15
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reality a whole library of characteristics) occupy the entire field of rheology, but in a crude

sense each material has a spectrum of “relaxation times”—of which generally the longest

relaxation time λ dominates—describing how quickly the material relaxes to a fluid state

after an initially rigid response to perturbation. Comparing this longest relaxation time to

our attention span τ, we can define a dimensionless parameter the Deborah number that

characterizes how “liquid-like” or “solid-like” a material behaves:

De =
λ
τ
. (1.1)

For water λ ∼ 1 ps but the fastest we can perceive changes is about τ ∼ 0.01 s, so De ∼

10−10, very small indeed indicating water appears liquid-like to us. Conversely, plate tec-

tonics flow λ ∼ 1 MA and our perception to geological change is at most our lifespan

τ ∼ 100 yr, so De ∼ 104, very large indicating that rock formations appear solid-like to us.

Our interest rests in the middle of this spectrum on fluids that have competing timescales

because of a blend of components with different relaxation times λ. Consider a ball of silly

putty, which acts like an elastic solid during the impact of a bounce, but spreads into a pud-

dle like a viscous liquid when left overnight. The novelty of silly putty is seen by stretch-

ing it on intermediate timescales (which by design overlap with the attention span of a

child τ ∼ 10 s): the putty resists stretching like a rubbery elastic solid that somewhat

retains a plastic solid-like shape, but also droops under gravity and thins like a viscous

fluid. The origin of this behavior is that silly putty contains polymers: large, strand-like

molecules that can bend, coil, and stretch—storing and releasing elastic energy much like

microscopic rubber bands. The polymer chains coil and stretch slowly λpolymer ∼ 0.1

s to 1 min, but the fluid they are dissolved in generally responds very quickly λsolvent ∼
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1 ps, producing the competing timescales: the solvent is responding like a viscous liquid

(Desolvent = λsolvent/τ ≪ 1) while the polymer is responding like an elastic solid (Depolymer =

λpolymer/τ ≳ 1), and the fluid as a whole thus exhibits viscous and elastic properties together

(hence “viscoelastic”), giving rise to a host of intriguing flow behaviors.16†

You are likely familiar with many other viscoelastic polymer solutions in everyday life.

The mucus linings of your digestive and respiratory tracts are “gooey” because of biolog-

ically produced polymers. Xanthan gum (among others) is frequently used to make gum

chewey and give food pastes their rigidity. Nearly every shampoo, conditioner, lotion, and

cosmetic has polymers (often polyethylene glycol/PEG, or wormlike micelles which be-

have in many ways like polymers) to make them hold their shape in your palm, but lather

smoothly when rubbed into hair or skin. We will now quantify how these polymer ad-

ditives modify the viscous resistance of a fluid to flow (§1.2), and modify the elastic flow

structure (§1.3).

B

1.2 Viscosity and resistance to flow

Most fluids you interact with frequently are likely “Newtonian”; that is, fluids that follow

Isaac Newton’s simple theory of viscosity. The dynamic shear viscosity of a fluid μ describes

its resistance to shearing flow: water has a low viscosity of μ = 0.89 × 10−3 Pa · s, while

honey has a much larger μ ∼ 105 Pa · s. For Newtonian fluids, this viscosity is a constant
†In general the solvent is always liquid-like Desolvent ≪ 1, and we are only concerned with the timescale of

the polymer λ.
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material property.‡ We can use the viscosity to compute the shear stress σ (Pa), which tells

us a force per unit area that must be applied to drive a flow:

σ = μγ̇ (1.2)

The shear rate γ̇ (s−1) describes how quickly the fluid is being moved . For Newtonian

fluids, this shear stress is the only stress providing flow resistance. We can similarly compute

an energy dissipation rate Φ (or “dissipation function”17), which describes the power that

must be applied (per unit volume) to maintain the flow:

Φ = σγ̇

= μγ̇2 (1.3)

This can then be used to describe the power or energy expenditure to maintain a flow.

For example, honey has a rather high Newtonian viscosity of μ = 10, 000 mPa · s (com-

pared to water at 1 mPa · s): to squeeze honey out of a bottle, you will apply a pressure to

the bottle to expel fluid. The fluid speeds up as it enters the nozzle—let’s say to a veloc-

ityUs = 5 cm/s through aD = 5 mm diameter and L = 3 mm deep nozzle (volume

59 mm3), creating a characteristic shear rate of γ̇ ≈ 3Us/D = 50 s−1 (Fig. 1.2). The

viscous dissipation of macroscopic mechanical energy into heat is what your hand feels as

resistance; in this case with a dissipation function Φ ≈ 270 kPa/s and a power dissipation

of P ≈ ΦV ≈ 1500W (similar to the consumption of a light bulb). For 1 mL of honey
‡Constant with shear rate γ̇, though it is generally a strong function of temperature T. In this dissertation,

we never consider changes in temperature, and all data are presented at roughly lab temperature T ≈ 23°.
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Figure 1.2: Schema c of flow exi ng a nozzle. A Newtonian fluids have a parabolic velocity profile, which speeds up in
the nozzle provide a high shear rate that dominates the viscous dissipa on, and hence power required to drive the flow.
B Polymer solu ons have a modified dissipa on in the nozzle because of shear-thinning, which can be captured by a
generalized Newtonian model. However, alignment of polymer chains and elas c recoil of polymers can modify other
parts of the flow, leading to eddy forma on upstream of the constric on and in some cases elas c instabili es, with
unknown consequences for energy dissipa on.

this will be a net energy consumption of≈ 0.00004 Cal (compared to the of≈ 3 Cal

of caloric energy contained in the honey). More accurately we should integrate this dissi-

pation function P =
∫
V ΦdV, which yields a more correct answer 1.2× higher than our

quick estimate.

This power consumption changes for a polymer solution: for example if you want to

squeeze ketchup from the same nozzle. Immediately our first equation is wrong, because

the stress is not simply linear with the shear rate σ ̸= μγ̇, nor is the dissipation function

given so clearly by the stress Φ ̸= σγ̇. Instead, the stress required to flow depends not only

on the shear rate, but also the conformations of the microscopic polymer chains. This gives
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them a nonlinear shear stress and and additional elastic stress, both of which can greatly

modify the flow.

First, the shear stress σ which we are already familiar with is altered for polymer solu-

tions, because the polymers viscosify the fluid. The existence of large polymer chains, which

generally exist as coiled up balls with a characteristic radiusRg (radius of gyration) create

extra friction as they pass over each other in flow, converting more macroscopic mechan-

ical energy into heat through viscous dissipation. However, as we squeeze this ketchup

from the bottle, the long polymer molecules will stretch and align as the flow speeds up to-

wards the nozzle (Fig. 1.2). This alignment allows the chains to slip past each other easier,

effectively reducing this viscosifying effect of the polymers: so our ketchup becomes rela-

tively easier to flow the harder we push on the bottle, as you can confirm yourself: this de-

crease in flow resistance is similarly why it is so common to accidentally dispense too much

ketchup on your food.18 The viscosity of a polymer solution is thus not always a constant,

but rather can decrease with shear rate, and we give this polymer solution viscosity a new

symbol η instead of μ to remind ourselves that it is not a constant (Orange line in Fig. 1.3).

For arbitrarily small shear rates this will plateau to a maximum viscosity set by the undis-

turbed polymer coils (zero-shear viscosity η0), and at very high shear rates this will plateau

to a minimum at the viscosity of the background Newtonian solvent (μ, or sometimes ηs).

In between these bounds, the viscosity generally follows a sigmoidal shape described by

the Carreau-Yasuda model,19,20 which for moderate shear rates can be simplified conve-

niently to a power-law decay η ∼ γ̇αs−1, where 0 < αs ≤ 1 and αs ≈ 1 corresponds

to no shear-thinning. The power dissipation function associated with this modified shear

viscosity might then look like ΦS = η (γ̇) γ̇2, quite similar to the dissipation function for
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Figure 1.3: Schema c of viscous flow resistance for representa ve polymer solu ons. Newtonian solvents have a vis-
cosity that is constant with shear rate (dashed lines), but polymer solu ons the viscosity changes. At low shear rates, the
polymer elevates the viscosity (plateaus on le side): this is more pronounced for highMw polymers (orange) and less
pronounced for lowMw polymers (blue). At higher shear rates this viscosity drops off, following a power law for a bit
before plateauing again at the viscosity of the background solvent. A special case “Boger” fluid is made by dissolving a
highMw polymer in a high viscosity solvent, so the the polymer is highly elas c, but the magnitude of shear thinning is
not very no ceable: these solu ons are useful for isola ng elas c effects for modeling in the lab.

the Newtonian fluid in Eq. 1.3, but now η (γ̇) is a function that depends on the polymer

molecular weightMw and concentration c as well as the solvent viscosity ηs. Because of this

similarity in the dissipation function ΦS and the shear stress σ to the Newtonian counter-

parts, this framework for describing polymer solutions is called a “generalized Newtonian”

approach.

This viscosifying effect has proved valuable for for engineers to design a host of fluids.

You may use flour or cornstarch (fairly rigid high molecular weight biopolymers) to thicken

gravy—and if you stir gravy fast enough you may notice shear thinning. Similarly, your

body generates mucins (flexible high molecular weight biopolymers) to thicken the water

lining your digestive and respiratory tracts into a viscous mucus—you can similarly notice

that mucus feels thick in your throat and nostrils, but thins nearly to water during the high

shearing action of a sneeze. A range of other household cosmetics, detergents, and prepack-
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aged foods similarly use polymers essentially as a cheap way to add viscosity.

Industrial processes also take advantage of this viscosifying effect, and in the 60’s poly-

mer additives found use in the oil and gas recovery industries. During oil and gas recovery,

a flooding fluid (water plus dilute additives) is injected into a subsurface reservoir to push

out the trapped resource. These reservoirs are typically dense porous packings of water-wet

soil, rock, and mineral grains, and look much like a sponge or a packing of sand. Dilute

solutions of low molecular weight polymers were at first used simply to suppress finger-

ing instabilities during injection and thereby maintain flow uniformity during fluid re-

covery.21,22 However, EOR field tests with high molecular weight polymers often yield

unexpectedly high recoveries of oil fluid far beyond what is expected from a simple viscosi-

fying effect.23–28 These findings have prompted the use of high molecular weight polymer

solutions for groundwater remediation as well, where a flooding fluid is similarly used to

displace contaminants from a subsurface aquifer.29–32

What induces this vast improvement in recovery? In 1967, rheologists Marshall and

Metzner made a surprising report: despite the polymer solutions being shear-thinning (η

decreaseswith shear rate γ̇), inside of a porous medium the resistance to flow suddenly in-

creases—sometimes by over 30×.12 For clarity this apparent resistance observed in a porous

medium—but not in bulk solution—is given a new symbol for an “apparent” viscosity ηapp,

which is thus a function of not only the polymer solution properties (Mw, c, ηs) but also the

confining geometry of the porous medium.

The immediate hypothesis for this unusual behavior is the accumulation of elastic mem-

ory, which can modify the base flow or dissipate energy through an extensional viscosity

(described below).33–38 However, challenges in rheology and an inability to image the flow
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in these opaque porous media have prevented quantification of these competing hypothe-

ses. Thus, broad application is still limited by an incomplete understanding of how these

macroscopic variables depend on the pore-scale features of the fluid flow, which in turn

depend on polymer properties, pore space geometry, and imposed flow conditions. As a

result, the mechanisms underlying polymer solution-enhanced fluid recovery are still widely

debated,1,34–36,39–44 and general principles for predicting and controlling the flow are lack-

ing. In this dissertation, by directly imaging the flow in situ, we can begin to test these hy-

potheses directly for the first time.

B

1.3 Elastic flow effects

In addition to this modified viscosity, polymers are elastic. Entropy drives polymers to a

compact coiled state, often visualized as a ball with radiusRg (radius of gyration). When

subjected to a steady extension rate ε̇ (or shear rate γ̇), the polymer can stretch to an equi-

librium length Leq (Fig. 1.5), as we imagined the polymers in our ketchup doing in the

extensional flow of the nozzle constriction. This stretched state usually plateaus a bit be-

low the contour length∼ 0.85Lc,45,46 where all molecular bonds would be in their most

extended trans conformations. For high molecular weight polymers, this transition be-

comes sharper and nonlinear, can even double over to produce a hysteretic “switch” be-

tween the coiled and stretched conformations (coil-stretch transition) in extensional flows

ε̇.47 In shear flows, high molecular weight polymers instead exhibit a periodic tumbling

motion, with regular intervals of stretching, rotating, and recoiling.48,49 When combined
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with streamline curvature, this elastic stress produces a hoop stress, which drives the poly-

mer to compress and travel toward the center of flow curvature, analogous to centripetal

motion. This hoop stress is the reason that cake batter will climb up the rods of electric

mixers (“rod climbing”). In geometries with contractions, polymers align to minimize these

hoop stresses in the corners, leading to the formation of large upstream recirculating eddies

(Figure 1.2).50–54

In a shear rheometer, this hoop stress can be measured as a normal stress on the rheome-

ter plate or cone, and hence we can estimate the elastic stresses at a given shear rate γ̇ using

the first normal stress differenceN1(γ̇), which is also a nonlinear function of shear rate and

generally most pronounced for high molecular-weight polymers in viscous solvents (an ex-

ample used in this dissertation is shown in figure 1.4)19,20. More sophisticated methods are

being developed to discern the dependence of these stresses on extension rate ε̇ as well,55–64

but for simplicity we shall use characteristic shear rates γ̇ to estimate these stresses. The rel-

ative roles of these viscous liquid-like stresses and elastic solid-like stresses are quantified by

the dimensionless Weissenberg number:

Wi ≡ N1 (γ̇)
2σ (γ̇)

. (1.4)

The factor of 1/2 arises from the Oldroyd-B constitutive model; some researchers omit this

factor for simplicity, to obtain an order-of-magnitude estimate. An alternative Weissenberg

number λγ̇ is also frequently used. In this dissertation, we will recast changes in flow rateQ

or shear rate γ̇ using the above definition.

This high-energy stretched state requires hydrodynamic stress supplied by the exten-

sional or shear flow to maintain the chain under tension: once the extensional or shear flow

16



Figure 1.4: Viscous and elas c stresses of example polymer solu on in this disserta on under constant shear flow γ̇.
Formula on B used in this disserta on, described further in §A.1

Figure 1.5: Chain extension dynamics A: Equilibrium polymer chain length increases with applied shear rate or extension
rate. For high molecular weight polymers, this can eventually give a sharp hystere c coil-stretch transi on during exten-
sion ε̇ (purple line) or periodic tumbling during shear γ̇ (not pictured). 48,49 B Polymer chains approach this equilibrium
conforma on exponen ally in me, both in relaxa on λrel and extension λret, though these mes are o en similar and
given simply by λ.
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stops, the chains will release the elastic energy and relax back toRg and release this elastic

energy. However, these elastic stresses do not build up or release instantaneously. Instead,

polymer molecules stretch slowly over a retardation time λret and recoil with a relaxation

time λrel (though often these times are assumed to be similar λ ≈ λret ≈ λrel) (Fig. 1.5). De-

tailed work has linked this molecular time scale to the relevant macroscopic time scales one

would choose to define De as above (§1.1).47,65–75 These time scales are often on the order

of seconds, and the polymers can be transported by the background flow (advected) faster

than they can respond. In particular, when De = λγ̇ ≳ 1 as we defined at the beginning,

we have these competing timescales that give viscoelasticity. From a molecular perspective,

the polymers are “out of sync” with the local flow, producing a molecular fading-memory

that can give the fluid spatial or temporal dynamics. For example, our ketchup will swell a

little when it exits the nozzle (dye swell) and toothpaste will spring back into the tube when

released (elastic recoil), among other interesting effects (tubeless siphoning)16.

Finally, in addition to these steady (in time) elastic effects, the fading memory of poly-

mer molecules can produce unsteady or transient flow effects when strong viscoelasticity is

combined with strong streamline curvatureR. These instabilities will quantitatively occur

when (i) the deformation of the fluid γ̇ can build up sufficient elastic stresses to overwhelm

the dissipating viscous stresses Wi ≡ N1/ (2σ) ≳ 1; and (ii) these elastic stresses are re-

tained through polymer memory λ during advectionU over curved streamlinesR long

enough for the elastic stress to be retained as a destabilizing hoop stress De ≡ λU/R ≳ 1.

Hence, a linear stability analysis of the Stokes equation for a viscoelastic fluid indicates that

the flow becomes unstable whenM ≡
√
2Wi ·De exceeds a threshold,76,77 which has been

empirically found to beMc ≈ 6 to 12 in a range of model geometries.78,79 This elastic insta-
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bility produces a self-sustained14 chaotic fluctuating flow state, displaying no characteristic

spatial or temporal scale.13,80 This elastic instability thus shares a striking visual similar-

ity with turbulent flows, despite the low Re ≪ 1 prohibitive for turbulence, prompting

Vinogradov andManin’s to term the flow state “elastic turbulence.”11 Though a similar

instability arises in a range of shear rheometers and serpentine channels, the structure and

magnitude of fluctuations depends sensitively on the confining geometry.14,76,77,79–85 It

thus remains unknown how this instability arises—if at all—in a tortuous, disordered pore

space, where polymers may retain memory between successive contractions and expansions

of each pore (Figure 1.6).

B

1.4 Polymer flow in porous media

How then can these elastic flow effects, and potentially elastic instabilities, lead to the puz-

zling anomalous increase in flow resistance observed in porous media, but not simple shear

flows? The porous media relevant to EOR and groundwater remediation are typically

dense packings of water-wet soil, rock, and mineral grains. The resulting pore spaces are

highly heterogeneous and tortuous, with successive contractions and expansions known as

pore throats and pore bodies, respectively; the pore throat diameters Lt typically range from

∼ 100 nm to 10 μmwhile the pore body diameters Lb are typically≈ 2 to 5 times larger

(Figure 1.6 and accompanying table). During injection, a polymer solution is forced to flow

through this pore space. The interstitial injection speedU ≡ Q/φA, where φ ≈ 0.1 to 0.4

is the medium porosity, is limited by the ability to apply a sufficiently large fluid pressure
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Parameter Range

Pore throat diameter lt ≈ 0.16dp 0.1 to 10 μm
Pore body diameter lb ≈ 0.24dp 0.2 to 50 μm
Fluid viscosity η 10−3 to 10−1 Pa·s
Interstitial flow speedU 10−2 to 102 μm/s
Shear rate γ̇ ∼ U/lt 10−3 to 103 s−1

Pore residence time τres ∼ lb/U 2× 10−3 to 5× 103 s
Polymer relaxation time λ 10−2 to 102 s

Figure 1.6 & Table 1.1: Flow in a porous medium. Solid grains of diameter dp give pore bodies (expansions) ab and pore
throats (constric ons) at. Dispersion within the medium causes ini ally close solutes (orange and blue dots) to con nu-
ally separate as they are advected along laminar streamlines. Fluid moving with characteris c velocityU creates a shear
rate γ̇ with the solid grain walls, which stretches polymers in the constric ons (pore throats), but only can par ally relax
in the expansions (pore bodies) due to their nonzero relaxa on me λ over the finite pore residence me τres, which can
lead to accumulated extension (Hencky strain ε) over the course of many pores.

drop; thus, interstitial flow speeds typically range between∼ 0.01 and 100 µm/s.44,86 We

summarize these pore-scale parameters in Table 1. Under these conditions, inertia is always

absent Re ≡ ρULt/η ranges from∼ 10−11 to 10−3 ≪ 1, and Newtonian fluids thus exhibit

laminar, steady-state flow. By contrast, polymer solutions applied in EOR and ground-

water remediation can have M ranging from∼ 10−6 to 106, indicating that unstable flow

might be able to arise in many of these cases (Table 1.2). However, direct visualization of

elastic turbulence in 3D porous media has been precluded by the opacity of typical porous

media, and until this thesis, visualizations are limited to 2Dmodels of porous media.
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Parameter Definition Interpretation Range

Reynolds Re ≡ ρULt/η inertial stress / viscous stress 10−11 to 10−3

Weissenberg Wi ≡ N1/2σ ≈ λγ̇ elastic stress / viscous stress 10−5 to 105
Deborah De ≡ λ/τres polymer relaxation time / residence time 2× 10−6 to 5× 104
Capillary Ca ≡ ηUφ/γ pore-scale viscous stress / capillary pressure 10−10 to 10−3

Table 1.2: Table of key dimensionless parameters characterizing polymer solu on flow in porous media. ρ is the fluid
density,U is the inters al flow speed, Lt is the pore throat diameter, η is the fluid shear viscosity,N1 is the first
normal stress difference, σ is the shear stress, λ is the polymer relaxa on me, γ̇ is the shear rate, τres is the polymer
residence me in a pore, φ is the medium porosity, and γ is the aqueous-nonaqueous fluid interfacial tension.

Nevertheless, a broad body of work in 2Dmicrofluidics over the past 20 years has demon-

strated that the velocity field is characterized by large eddies with a broad spectrum of spa-

tial and temporal fluctuations that depend on the polymer solution and contraction/expansion

geometry.1,87–98 The simplest model of a pore is a single abrupt constriction. A flowing

polymer solution forms large eddies upstream of a constriction above a threshold value of

M. While reminiscent of the steady eddies formed by rigid and elongated polymers, these

eddies fluctuate strongly in time.87 The eddy size and asymmetry increases non-linearly

withWi and with increasing contraction ratio Lt/Lb,88,91,92,95,99–101 though a universal rela-

tionship has not been established. Interestingly, the presence of inertia Re ≳ 1 suppresses

temporal fluctuations of these eddies, and promotes symmetry in their structure.54,102

Flow through a pore is often represented instead by flow impinging on a channel-centered

cylinder. Single-molecule imaging of fluorescently-labeled DNA provides evidence that

polymers are stretched and have hysteretic conformations as they flow around the cylin-

der73 in a manner similar to coil-stretch hysteresis. Thus, similar to the case of flow through

a constriction, upstream eddies form during polymer solution flow around a cylinder in a

narrow channel, growing in size and becoming unstable as Wi increases; intriguingly, the
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vertical location of the eddy can exhibit discrete switching between the top and bottom

walls of the channel,97 suggesting a possible connection to bistable polymer conformations,

which we explore in chapter 2 of this dissertation.

Real-world porous media are typically composed of many interconnected pore expan-

sions and contractions. To more closely mimic this geometry, experiments have investi-

gated polymer solutions flowing through channels with multiple constrictions, channel-

centered pillars, and undulating walls arranged in 1D or in 2D arrays. Results obtained

for ordered 1D arrays of pores in channels of narrow widths consistently demonstrate the

formation of unstable eddies upstream of constrictions, similar to the case of a single con-

striction.89,93,94,103–107 Because polymer stretching is hysteretic and can persist over large

length scales,85 polymer elongation may be retained across multiple pores. This “memory”

may therefore provide new spatial structure to the flow over macroscopic scales in a porous

medium. Studies of ordered 1D arrays are beginning to reveal such effects. For example,

decreasing the distance between pillars in a narrow channel produces stronger fluctuations

at similar values of Wi;94 conversely, in a wider channel, the wake formed downstream of

a first cylinder can merge with the wake formed downstream of a second.96 Chapter 2 of

this dissertation studies the role of this polymer memory in successive expansions and con-

tractions of a model porous medium, demonstrating how a novel bistability can arise when

polymer memory can persist during advection between pores λ ≳ Uls.

This complex coupling between pores also manifests in 2D arrays, showing flow be-

havior that can differ strongly from the 1D case. For example, polymer solutions flowing

through ordered 2D arrays show strong velocity fluctuations throughout the pore space—

but eddies are never observed.44,108 Intriguingly, in other studies of flow through ordered
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2D arrays of circular, square, and triangular pillars, large triangular ‘dead zones’ form on

the upstream faces of the pillars; these dead zones are characterized by strong polymer com-

pression and elongation, but unlike eddies, they show no apparent recirculation.109,110

These dead zones periodically grow and disappear; moreover, the frequency of this process

increases further downstream along the porous medium, indicating that coupling between

pores influences the flow.111 Consistent with these observations, the temporal variation

in pressure measurements increases downstream along ordered 2D arrays of circular pil-

lars, suggesting that instabilities grow spatially.103,112 Combining such flow visualization to

measurements of the overall pressure drop provides a way to directly link flow structure to

macroscopic flow resistance. Such measurements show a dramatic increase in macroscopic

flow resistance—mimicking the increase in ηapp observed in bulk porous media—at the on-

set of unstable flow.44,106,113,114 Simulations in model porous geometries can also capture

the onset of flow fluctuations115–117 and the associated increase in flow resistance.114,118,119

These recent findings thus suggest the possibility that the striking increase in polymer solu-

tion flow resistance measured in bulk porous media reflects the onset of unstable flow.

Real-world porous media, however, are typically disordered: the pore sizes and spacing

between grains are not uniform. While the majority of experiments and simulations have

focused on studying polymer solution flow in ordered arrays, ongoing work is beginning

to reveal that structural disorder can dramatically impact flow behavior. For example, flow

visualization in 2D arrays of circular pillars shows that while a highly unstable flow state

arises in an ordered medium due to sustained polymer elongation, velocity fluctuations are

nearly completely suppressed in a disordered array, suggesting that elastic turbulence can-

not arise in inherently disordered 3Dmedia.15 However, other results show the opposite
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effect, suggesting that the onset of elastic turbulence in disordered media is sensitive to the

particular geometry considered.120 Hence, while microfluidic experiments in 2D arrays in

many ways help guide our understanding of polymer solution flow, the increased dimen-

sionality, tortuosity, connectivity, and disorder of real 3D porous media likely play crucial

roles that remain unmodeled. To fill this gap in knowledge, in chapter 3 of this disserta-

tion we fabricate transparent model 3D disordered porous media and directly image the

flow in situ. We find that elastic turbulence does indeed arise, but at a different onset Wic in

each pore—likely linked to the disordered geometry of individual pores. Guided by these

findings, we quantitatively establish that the energy dissipated by unstable pore-scale fluc-

tuations generates the anomalous increase in flow resistance through the entire medium

through a dissipation function χ very analogous to the dissipation function observed in

inertial turbulence Φ′.§ Our results thus help to resolve this longstanding puzzle.12

Finally, we will explore structurally heterogeneous porous media, like those found in

many environmental applications, such as remediation of contaminated groundwater

aquifers,32,122 recovery of oil from subsurface reservoirs,21,123 and extraction of heat from

geothermal reservoirs.124 These media are often vertically-layered by strata of distinct permeabilities—

leading to uneven partitioning of flow across strata, which can often be undesirable. In

chapter 4, we use direct in situ visualization to demonstrate that elastic turbulence can gen-

erate chaotic spatiotemporal fluctuations and excess flow resistance in individual strata. In

particular, we find that this instability arises at lower imposed flow rates in higher-permeability

strata, diverting flow towards lower-permeability strata and helping to homogenize the
§The unstable dissipation functionΦ′ 17 or equivalently the turbulent kinetic energy dissipation ε.121 We

avoid use of symbol ε to avoid overlap with the Hencky strain, which is typically given the same symbol, and
use of the term kinetic energy dissipation, since in our low Re flows it is dissipation of mechanical energy.
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flow. Guided by the experiments, we develop a parallel-resistor model that quantitatively

predicts the flow rate at which this homogenization is optimized for a given stratified medium,

providing a new approach to homogenize fluid and passive scalar transport in heteroge-

neous porous media.

Chapter 5 of this dissertation will report some ongoing work to generalize these findings

to polymer solutions at different concentrations c and explore how the chaotic fluctuations

can generate elevated pore-scale mixing of solutes. The appendix A gives details materials

and methods that will be useful for replicating and building upon this work.
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Memory is an illusion, nothing more. It is a fire that

needs constant tending.

Ray Bradbury, A Pleasure to Burn

2
Chaos and memory

Elastic turbulence is driven by polymer memory, which allows molecules to re-

tain elastic hoop stresses as they are advected over curved streamlines long enough to desta-

bilize the laminar flow. This requisite streamline curvature can be produced by a single

obstruction or constriction—both of which provide a similar mixed extensional-shear
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Figure 2.1: Schema c of unstable flow through successive contrac ons and expansions of a model 2D porous medium.
In single contrac on, unstable flow and fluctua ng eddies appear above threshold value ofM, related to reten on of
polymer memory λ during advec onU over streamlines of curvature R . For successive contrac ons, it is unknown
how polymer memory during advec on over the pore separa on distance ls alters the flow structure.

flow with strong streamline curvature curvatureR (Fig. 2.1). In these geometries, poly-

mer chains are aligned and elongated by the flow, generating upstream recirculating ed-

dies that minimize the extensional stress associated with chain misalignment.50–54 Previous

work has also shown when elastic turbulence arises in such single-constrictions.87–97 In

particular, this instability arises for sufficient polymer memory over streamline curvature

De = λU/R and sufficient elastic stresses Wi = N1/ (2σ), giving the onset condition
√
2Wi ·De > Mc ≈ 6 to 12.

However, real porous media are comprised of not one butmany successive constrictions

and expansions. Imaging of flow through one-dimensional (1D) arrays of widely-spaced

pore throats consistently demonstrates the formation of unstable eddies upstream of each

throat, similar to the case of an isolated throat.89,93,103–106 By contrast, when the spacing

This chapter has been adapted from published work by Christopher A. Browne, Audrey Shih, and Sujit
S. Datta. Bistability in the unstable flow of polymer solutions through pore constriction arrays. the Journal of
FluidMechanics, 890, 2020. 2 Author Contributions: C.A.B. performed all experiments; C.A.B. and A.S.
performed the image processing; C.A.B. and S.S.D. designed the experiments, analyzed the data, discussed the
results, and wrote the manuscript. S.S.D. designed and supervised the overall project.
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between pore throats is small, chain elongation may persist across multiple pores as the

polymers are advected through the pore space. Thus, memory of strain in one pore may in-

fluence the flow in a pore further downstream, potentially providing new spatio-temporal

structure to the flow. However, this possibility remains to be explored. Studies conducted

at a Reynolds number Re ∼ 20 and an Elasticity number El ≡ Wi/Re ∼ 1, and thus

also subject to inertial effects, show that decreasing the spacing between pores produces

stronger flow fluctuations94—providing a clue that polymer memory may indeed influence

the flow. Nevertheless, whether and how polymer memory impacts flow through a porous

medium has not been fully resolved for the case of Re ≪ 1 and El ≫ 1, in which elastic ef-

fects dominate and inertial effects do not also arise. This flow regime is particularly relevant

to key applications including oil recovery and groundwater remediation, which can have

Re ranging from∼ 10−11 to 10−3 and El ranging from∼ 102 to 1011.

Thus, this chapter will address the role of polymer memory over the course of suc-

cessive expansions and contractions of a porous medium for elasticity-dominated flows

(Re ≪ 1 and El ≫ 1). We accomplish this by directly imaging the flow with confocal

microscopy in 1D ordered arrays of pore constrictions, enabling us to systematically tune

this pore-to-pore memory by varying the pore separation distance ls. When the spacing be-

tween pores is large, unstable eddies form upstream of each throat, similar to observations

of an isolated throat (§1.3). By contrast, when the spacing between pores is sufficiently

small, the flow exhibits a surprising bistability. In each pore body, the flow persists over

long durations in one of two distinct flow states: an eddy-dominated state in which a pair

of large unstable eddies forms in the corners of the pore body, and an eddy-free state in

which strongly-fluctuating fluid streamlines fill the entire pore body and eddies do not
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form. We hypothesize that this unusual behavior arises from the interplay between flow-

induced polymer elongation, which promotes eddy formation, and relaxation of polymers

as they are advected between pores, which enables the eddy-free state to form. Consistent

with this idea, we find that the flow state in a given pore persists for long times. In addition,

we find that the instantaneous flow state is correlated between neighboring pores; however,

these correlations do not persist over long times. Thus, our results reveal that the charac-

teristics of unstable flow are not determined just by injection conditions and the geometry

of the individual pores, but also depend on the spacing between pores. Ultimately, these

results help to elucidate the rich array of behaviors that can arise in polymer solution flow

through porous media.

B

2.1 Materials andMethods

The void space of a porous medium is typically composed of successive expansions known

as pore bodies connected by narrower constrictions known as pore throats.125–128 We use

3D stereolithography (SLA) printing to make model porous media that recapitulate these

geometric features (Appendix A.2).8 Importantly, this approach provides precise control

over the pore space geometry, and yields devices that can be optically interrogated while also

withstanding the high pressures that arise during elastic polymer solution flow.

The media are made of straight, square channels, with constrictions defined by evenly-

spaced hemi-cylindrical posts shown in Figure 2.2. For simplicity, this geometry thus does

not incorporate complex pore space tortuosity and connectivity; instead, it provides a way
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Figure 2.2: Experimental setup. Fluidic channel contains pore throat constric ons defined by opposing hemi-cylindrical
posts and is fabricated using a stereolithographic 3D-printer. Dimensions areW = 2 mm,H = 2 mm,Dp =
1.6 mm. We vary the pore throat separa on distance ls and the number of throats in the channel (two examples are
shown in the le and right panels). The channel is screwed shut with an acrylic plate over a thin strip of PDMS. Inlet and
outlet tubing is glued into 3D-printed holes. The setup is inverted and videos are captured on a confocal microscope;
middle panel is ver cally flipped for clarity.

to isolate and systematically probe the role of pore spacing on flow behavior. Each channel

isW = 2 mmwide,H = 2 mm high, and 7 cm long, with opposing posts of diameter

Dp = 1.6 mm that are laterally separated by Lc = 0.4 mm and spaced by a center-to-

center distance of ls along the flow direction. The space between hemi-cylinders along the

flow direction thus defines the pore bodies, while the lateral constriction between opposing

hemi-cylinders defines the pore throats. Varying ls provides a way to systematically test the

influence of pore spacing on the flow. To probe the effects of polymer memory, we compare

an isolated pore throat with ls → ∞, a pair of widely-separated throats with ls = 16W, and

an array of closely-separated thirty throats with ls = 1W.

To fabricate each device, we 3D-print the open-faced channel with a FormLabs Form

2 stereolithography printer, using a proprietary clear polymeric resin (FLGPCL04) com-

posed of methacrylate oligomers and photoinitiators. We then glue inlet and outlet tubing

directly into 3D-printed connectors designed to minimize perturbation of the polymers

away from the pores. Finally, as shown in figure 2.2, the whole assembly is screwed shut

using a clear acrylic sheet laser-cut to size and placed on top of a thin strip of polydimethyl-

30



siloxane (PDMS), which provides a water-tight seal (§A.2).

Our polymer solution is a dilute (C = 300 ppm ≈ 0.3C∗) solution of hydrolyzed

polyacrylamide (HPAM) in water (10 wt.%) and glycerol (89 wt.%) with 1 wt.%NaCl

(Formulation A in §A.1). We inject our polymer solution through the porous medium at

a fixed volumetric flow rateQ using a syringe pump and begin imaging well after a time of

≈ 300
(
DpWH− πD2

pH/4
)
/Q, after which the flow reaches a dynamic equilibrium

in which the statistical properties of the flow do not appreciably change (§A.2.1). We in-

vert the setup and image the flow at the channel mid-plane using a resonant line scanning

confocal microscope (§A.2.2). To visualize the flow we disperse 1 ppm of fluorescent 1 µm

polystyrene tracer particles, and average successive frames for 10τpv, yielding the micro-

graphs shown in figures 2.3, 2.5, 2.6, 2.7, and 2.8. The particles can be considered faithful

tracers of the streamlines because tracer particle advection dominates over diffusion, as

described by the particle-scale Péclet number Pe ≡ (Q/A)Dp/D > 105 ≫ 1, where

D = kBT/3πη0Dt = 6 × 10−3 µm2/s is the Stokes-Einstein particle diffusivity. We thus

refer to the particle pathline measurements as fluid streamlines throughout this chapter.

The channel dimensions and polymer concentration used in our experiments enable us

to isolate the influence of polymer elongation and relaxation between pores, with a mini-

mal influence of polymer surface adsorption, flow-induced chain migration, wall slip, shear

banding, and polymer entanglement. As described further in appendix §A.7, we expect that

polymer adsorption, migration, and wall slip occur over length scales∼ 0.1 to 10 µm, over

one to three orders of magnitude smaller than the smallest channel dimension Lc = 400

µm. Also as described further in the appendix §A.7, we expect that shear banding and poly-

mer entanglement effects do not occur for the dilute concentrations explore here. How-
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ever, such effects could play a role in the flow of more concentrated polymer solutions in

media with smaller pores.

The shear stress varies approximately linearly with shear rate, with a shear thinning ex-

ponent≈ 0.92, indicating that shear thinning effects are small due to the high viscosity of

the background solvent. Indeed, the pure solvent viscosity is approximately β = 0.6 times

the measured solution viscosity. However, for accuracy, we use the rate-dependent shear

viscosity η(γ̇) ≡ σ(γ̇)/γ̇ in all calculations. The shear rate varies widely within the complex

geometry used in our experiments; therefore, to determine a shear rate that characterizes

each experiment, we evaluate the wall shear rate in the pore throat at each value ofQ tested,

since it is the maximal shear rate in our system. We do this using a numerical solution for a

power-law shear-thinning fluid.129,130 We use this choice of the maximal shear rate to esti-

mate characteristic values of the fluid Reynolds number*, Weissenberg number†, Elasticity

number‡, and the M parameter. In particular, this choice of wall shear rate enables us to

provide upper bounds for the fluid Reynolds numbers≪ 1, ensuring that inertia is negli-

gible throughout the flow, as well as the M parameter, whose maximal value is believed to

generate unstable flow.131

An elastic instability arises when elastic stresses—characterized by a large value of Wi—

persist over curved streamlines. This persistence of elastic stresses occurs if the flow time

*Reynolds number at the pore-throat Re ≡ ρUtL/η(γ̇), where ρ is the density of the solvent,Ut ≡ Q/At
is the average speed corresponding to flow through the pore throat cross-section At = (W − Dp)H, and
the length scale L is chosen to be half the constriction width 1

2 (W − Dp). This estimate represents an upper
bound for the Reynolds number characterizing the flow; in our porous media experiments, Re ranges from
≈ 8× 10−5 to 7× 10−3, indicating that viscous stresses dominate over inertial stresses.

†Weissenberg number at the pore throat Wi ≡ N1(γ̇w)/2σ(γ̇w), following convention, where γ̇w is the
maximal wall shear rate as described in 2.1. In our porous media experiments, Wi ranges from≈ 2 to 9, indi-
cating that elastic stresses dominate.

‡Elasticity number at the pore throat El ≡ Wi/Re, which compares elastic stresses to inertial stresses, are
≳ 900. Our experiments thus probe the elasticity-dominated flow regime.
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scaleUt/R, whereR is the streamline radius of curvature, exceeds the polymer relaxation

time λ. Thus, elastic stresses build up in the flow, leading to the generation of unstable

flow, when the parameter M ≡
√

2Wi · λUt/R exceeds a threshold value, as confirmed

experimentally for diverse flow geometries.76–79 Indeed, the M parameter is derived from

a linear stability analysis of the Navier-Stokes equation for a viscoelastic fluid;76,77 specifi-

cally, it represents the order of the largest destabilizing term in the Navier-Stokes equation,

which leads to the generation of unsteady flow. Therefore, M parameterizes the onset of

flow instability due to fluid elasticity, and we use this parameter to describe the different

flow regimes tested in our experiments. We evaluate M using the wall shear rate in the pore

throat at each value ofQ tested, since this produces the maximal shear rate and therefore

the highest local M, which is believed to generate unstable flow.131 For this value of the

shear rate, we then use our measurements of polymer solution rheology to calculate Wi

as well as the rheological relaxation time λ = Wi/γ̇. We find λ ≈ 0.3 to 6 s, in good

agreement with previous measurements performed on similar solutions.85 Additionally,

we calculate the streamline radius of curvature using the empirical expressionM77 for the

onset of unstable flow around a cylindrical post of diameterDp centered within a channel

of widthW: R ≈
(
2/Dp + 32.5/W

)−1, whereDp andW are as illustrated in figure 2.2.

We note that in our experiments, the posts are wall-centered instead of channel-centered;

determining whether and how this difference in geometry influencesR will be a useful di-

rection for future theoretical work. Using the calculated values of Wi, λ, andR, we then

calculate M ≡
√
2Wi · λUt/R. The corresponding values of M range from≈ 6 to 31 for

our experiments.
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2.2 Isolated pore throat

To test the limiting case of widely-spaced pores (ls → ∞), we first investigate flow through

an isolated pore throat centered in a channel. At low imposed flow rates, and thus at low

values of M, the flow is laminar: the fluid streamlines do not cross and do not change in

time. We do not observe eddies—instead, the streamlines smoothly converge as they ap-

proach the throat and symmetrically diverge as they leave it. However, above a threshold

value of M ≈ 19, we observe the onset of a flow instability: a pair of unstable eddies forms

against the channel walls upstream of the pore throat, as exemplified in figures 2.3a-c (at the

pore throat) and d-f (upstream) for M = 19.4, 23.9, and 30.5.

Within each eddy, the fluid recirculates with a speed slower than the mean imposed flow

speed in the channel. The fluid streamlines continually fluctuate on long timescales, and

also continually cross, indicating that fluctuations in the flow occur on a time scale shorter

than the streamline duration of 10τpv (figures 2.3d-f). These fluctuations are reflected in the

motions of the eddy boundaries and lengths, which also fluctuate as the flow progresses.

Similarly, while the fluid in the region formed between the eddies does not recirculate, the

fluid streamlines also continually fluctuate on long timescales and continually cross, re-

flecting the presence of rapid fluctuations in the flow throughout. By contrast, the flow is

more steady downstream of the pore throat: we do not observe any eddies or marked tem-

poral changes in the flow for all values of M tested. This result is consistent with previous

observations of highly unstable eddies upstream of a cylinder in a channel, but suppressed

fluctuations and no eddies downstream.97 We therefore focus our subsequent analysis on
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Figure 2.3: streamline images of polymer solu on flow through a straight channel with a single pore throat. streamline
images are averaged over 10τpv. Flow rates are expressed via theM parameter, which equals 19.4, 23.9, and 30.5 for
panels a, b, and c respec vely, corresponding to Weissenberg numbersWi = 5.6, 6.9, and 8.8. a–c show strong re-
circula ng eddies upstream of the pore throat, but no downstream eddies at any flow rate. d–f show the le most edge
of the eddies in front of the pore throat. Dashed lines indicate where the eddy-dominated region begins. x indicates the
distance in millimeters from the base of the hemi-cylinder. g–i show the measured eddy length over me normalized by
τpv. Shaded regions show standard devia on around the temporal mean (dashed lines).
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Figure 2.4: Probability density func ons of measured eddy sizes for different values of M, averaged over at least 7τpv
and over two separate replicate experiments, displayed ver cally as heatmaps. a PDFs of Leddy/W for a channel with
a single pore throat constric on. For each value of M there is a single characteris c eddy length that increases mono-
tonically with M. b PDFs of Leddy/W for a channel with two widely-spaced pores ls = 16W apart. Again, for each
value of M there is a single characteris c eddy length that increases monotonically with M. c PDFs of Atotal/Apore for a
porous medium with 30 closely-spaced pores ls = W apart. Here, the PDFs forM > 9 are bimodal, showing mul ple
characteris c eddy areas (one peak at

Aeddy
Apore

≈ 60% and one peak at
Aeddy
Apore

≈ 0). The two branches in the PDFs indicate
a bistability in unstable flow states.

the upstream region.

To further characterize this behavior, we track the eddy length Leddy over time for each

value of M tested. We measure Leddy from the base of the hemi-cylinders (x = 0 in figure

2.3d) to the farthest upstream location having a streamline oriented perpendicular to the

imposed flow direction (dashed lines in figures 2.3d-f). Consistent with the visual observa-

tions, Leddy fluctuates over time in each experiment, as indicated by the shaded regions in

figures 2.3g-i; however, it fluctuates around a single mean value that increases with M.We

quantify these fluctuations using the coefficient of variation cv, defined as the ratio between

the standard deviation and the mean of the measurements of Leddy over time. Taking data

from two replicate experiments at these imposed flow rates, we find cv ≈ 0.3, 0.3, and 0.4

for M = 19.4, 23.9, and 30.5 respectively.

We summarize all of our measurements by plotting the probability density (PDF) of

time-averaged measured eddy lengths for each value of M tested. Below the threshold value
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of M ≈ 19, we do not observe eddies and hence Leddy = 0. By contrast, above this thresh-

old, Leddy > 0 fluctuates about a well-defined mean value, which increases with M, as

shown in figure 2.4a. This increase in Leddy is similar to previous measurements for iso-

lated constrictions; these studies demonstrate that eddies form when polymers are elon-

gated, and the size of eddies grows as polymers are increasingly elongated.50–54 Our results

thus suggest that flow fluctuations arising from unstable flow elongate the individual poly-

mer chains,132–136 which then generate unstable upstream eddies to minimize extensional

stresses.50–54

2.3 Twowidely-spaced pore throats

We next investigate two pore throats spaced a distance ls = 16W apart along the flow di-

rection. As we find with an isolated throat, the flow is laminar at low values of M, while

above a similar threshold value of M ≈ 19, we observe the onset of the flow instability. A

pair of unstable eddies again forms against the channel walls upstream of each pore throat,

as exemplified in figures 2.5a-c (first throat) and d-f (second throat). Moreover, as with the

isolated pore throat, the flow is more steady immediately downstream of each throat, with

no observable eddies or temporal changes in the flow for any values of M tested.

We again quantify this behavior by measuring Leddy over time for each value of M tested.

For each pore throat, Leddy again fluctuates around a single mean value that increases with

M (figures 2.5g-i)—similar to the case of an isolated throat. The PDFs of the combined

time-averaged measurements of Leddy also reflect its increase withM, as shown in figure

2.4b. Intriguingly, however, we observe two key differences from the isolated throat. First,

while the mean values of Leddy are similar for the two pore throats, eddies upstream of the
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Figure 2.5: Streamline images of polymer solu on flow through a straight channel with two pore throats separated by
ls = 16W. Streamline images are averaged over 10τpv. Flow rates are expressed via theM parameter, which equals
19.4, 23.9, and 30.5 for a, b, and c respec vely, corresponding toWi = 5.6, 6.9, and 8.8. a–c show the le most
edge of the eddies in front of the first pore throat. d–f show the le most edge of the eddies in front of the second pore
throat. No eddies are observed downstream of either throat. g–i show the measured eddy lengths over me normalized
by τpv for pore 1 (green) and pore 2 (red). Shaded regions show standard devia on around the temporal mean (dashed
lines).
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second throat (red points, figures 2.5g-i) are slightly larger than eddies upstream of the

first throat (green points) for large values of M. Second, the eddies upstream of the second

throat are less unstable—the temporal fluctuations in Leddy are notably suppressed for the

second pore throat for all M above the threshold for unstable flow (compare red to green

shaded regions in figures 2.5g-i). Comparing the coefficients of variation confirms this find-

ing: for the first pair of eddies, cv = 0.2 ± 0.1 while for the second pair, cv = 0.10 ± 0.02,

which is significantly smaller (p = 0.02, one-tailed t-test). Thus, when the spacing be-

tween pore throats is reduced, the spatio-temporal characteristics of the flow are altered—

presumably because polymer elongation can persist across multiple pores.

2.4 Thirty closely-spaced pore throats

To further test the hypothesis that polymer memory impacts flow behavior, we next inves-

tigate flow through a medium with an even smaller spacing between pore throats. Specifi-

cally, the flow channel contains thirty pore throats spaced a distance ls = W apart along the

flow direction. In this case, we find that the flow behavior is strikingly different from the

larger ls cases described in Sections 2.2 and 2.3.

One key difference is that the threshold for the onset of the flow instability is dramati-

cally lowered. At low imposed flow rates, and thus at low values of M, the flow is laminar:

the fluid streamlines do not cross and do not vary over time. In this regime, a pair of small,

symmetric, laminar, recirculating eddies forms in the corners of each pore body due to the

small spacing between successive pore expansions and constrictions. Above a threshold

value of M ≈ 9—considerably smaller than the thresholdM ≈ 19 for the single- and

double-throat cases—we observe the onset of unstable flow: the fluid streamlines continu-
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Pore 1 Pore 2 Pore 3 Pore 4 Pore 5

Pore 6 Pore 7 Pore 8 Pore 9 Pore 10

Pore 11 Pore 12 Pore 13 Pore 14 Pore 15
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Figure 2.6: Streamline images of polymer solu on flow through a porous medium with 30 pore throats separated by
ls = W = 2 mm atM = 11.4. Images span 2.11 mm across. Streamline images are averaged over 10τpv. Pore
6 exemplifies the eddy-dominated state, with eddies that con nually fluctuate both internally and at their boundaries,
while pore 2 exemplifies the eddy-free state, with strongly-fluctua ng streamlines that fill the en re pore body.
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ally cross and vary over time. Thus, decreasing the spacing between pore throats decreases

the threshold value of M required for unstable flow, suggesting that polymer memory

strongly impacts the flow behavior.

Even more strikingly, we observe two distinct flow states that can arise in each pore body

throughout the medium: an ‘eddy-dominated’ state in which a pair of large unstable eddies

forms in the corners of the pore body, and an ‘eddy-free’ state in which strongly-fluctuating

fluid streamlines fill the entire pore body and eddies do not form. This surprising bistabil-

ity is illustrated in figure 2.6, which shows the streamline images taken sequentially from

each pore in the medium at M = 11.4. Pore 6 exemplifies the eddy-dominated state, with

eddies that continually fluctuate both internally and at their boundaries, while pore 2 ex-

emplifies the eddy-free state, with strongly-fluctuating streamlines that fill the entire pore

body. Though these snapshots are taken at an optical slice in the center of the channel

height, imaging at other heights shows similar flow streamlines, indicating that the spatial

structure of the flow does not vary appreciably across the channel height. This observation

is in stark contrast to the typical assumption that flow behavior in a porous medium is de-

termined just by injection conditions and the geometry of the individual pores.137 Instead,

we find that different pores can exhibit distinct flow characteristics, even when the individ-

ual pore geometries and imposed flow rates are all identical.

To quantify this behavior, we measure the two-dimensional (2D) area of the individual

eddies Aeddy over time for each value of M tested. In laminar flow, the eddies occupy only

≈ 5% of the total area of a pore, which we define as Apore ≡ Wls − πD2
p/4. By contrast,

unstable eddies in the eddy-dominated state have values of Aeddy that fluctuate strongly

in time, and whose mean value can be up to≈ 30% of Apore, while in the eddy-free state
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Figure 2.7: Streamline images of polymer solu on flow through pores 13 a–c and 14 d–f at different flow rates corre-
sponding toM = 11.4, 15, and 19.4 (le to right). Streamline images are averaged over 10τpv. g–i show the measured
eddy areas Aeddy/Apore over me normalized by τpv for pore 13 (green) and pore 14 (red). Upward triangles are for the
top region of the pore body, downward triangles are for the bo om region of the pore body.
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Aeddy ≈ 0. Intriguingly, while the two flow states are each unstable, the flow behavior

in each pore body appears to be bistable, as illustrated in figure 2.7: a pore will persist in a

given unstable flow state for a long duration of time before switching, seemingly randomly,

to the other flow state. For example, at M = 11.4, the upper eddy in pore 13 and the lower

eddy in pore 14 (figure 2.7g, upward-pointing red triangles and downward-pointing green

triangles respectively) persist in the eddy-dominated state over the entire imaging dura-

tion, while the lower eddy in pore 13 persists in the eddy-free state (downward red trian-

gles). However, the upper eddy in pore 14 initially switches from the eddy-free to the eddy-

dominated state, in which it persists for 15τpv before switching back to the eddy-free state

(upward green triangles). We observe this flow bistability in all pores of the medium, and at

all values of M tested; two more examples for M = 15 and 19.4 are shown in figures 2.7h-i

respectively.

To further characterize the flow bistability shown in figures 2.7g-i, we plot the PDFs of

the time-averaged measurements of Atotal, which describes the total Aeddy measured in each

pore combined for all thirty pores in the medium. BelowM ≈ 9, Atotal ≈ 10% of Apore,

and eddies do not change in time; by contrast, above the onset of the flow instability at

M ≈ 9, the PDFs become bimodal, reflecting the bistability in flow behavior (figure 2.4c).

The eddy-dominated state is represented by the upper branch of the PDFs, in which Atotal

increases with M, eventually plateauing at≈ 60% of Apore at the highest values of M tested.

The eddy-free state is represented by the lower branch of the PDFs, in which Atotal ≈ 0

over all M. This bistability does not arise in porous media with wider pore spacings: the

lower branch of the PDFs does not appear in figures 2.4a-b. Thus, when the spacing be-

tween pore throats is reduced from ls = 16W to ls = W—and thus, elongation of indi-
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vidual polymers is more likely to persist across multiple pores—the flow abruptly becomes

bistable, exhibiting two coexisting unstable flow states. Indeed, previous work has theorized

that unstable flowmay bifurcate into two coexisting flow states;106,138,139 to our knowledge,

our work is the first experimental confirmation of this prediction.

2.5 Bistability and polymer conformations in flow

How does this unusual flow bistability arise? Previous measurements of polymer confor-

mations indicate that differing fractions of coiled and elongated chains coexist in exten-

sional and unstable flows depending on the imposed flow conditions.47,71,73 Furthermore,

simulations indicate that polymers having different elongation can have dramatically differ-

ing pore-scale flow behaviors.140,141 Thus, we hypothesize that flow bistability arises from

the interplay between flow-induced polymer elongation, which promotes eddy formation,

and relaxation of polymers as they are advected between pores, which enables the eddy-free

state to form.

We first consider a pore in the eddy-dominated state. Polymers entering the pore are

likely in an elongated conformation due to the combined influence of unstable flow fluc-

tuations and extension by flow converging into the upstream pore throat. Indeed, previous

work has demonstrated that eddies form upstream of a constriction when polymers are

elongated.50–54 Eddy formation minimizes extensional stresses in the center of the pore:

the net flow through the pore body occurs in a nearly-straight channel spanning one pore

throat to the next, as can be seen in the example of pore 6 in figure 2.6. For simplicity, we

consider the limit of large M, in which eddies completely fill the corners of the pore body.

With the exception of unstable fluctuations, the flow velocities in this channel are then

44



aligned along the flow direction with speed∼ Ut ≡ Q/At ∼ 1 mm/s, and therefore

the extensional component of the flow in the channel is minimal. The elongated polymers

thus continue to relax as they are advected through this channel, reaching their equilibrium

coiled conformation after a duration∼ λrel, the chain relaxation time. We compare this

time scale to the residence time required for the polymers to transit across the pore body

from the upstream throat to the downstream throat,∼ ls/Ut, yielding an advective Debo-

rah number Deadv ≡ λrelUt/ls. When ls is small and Deadv ≳ 1, chains are still elongated as

they enter the next pore body, thereby promoting eddy formation in the current pore and

the downstream pore as well. For our experiments in the unstable regime with ls = W,

Deadv ranges from∼ 0.5 to 3 using λrel ∼ λ ≈ 1 s; this estimate likely under-estimates

Deadv, since λrel is known to increase considerably in extensional flow.142 Thus, we expect

the eddy-dominated state to persist in the pore body over time before random flow fluctu-

ations cause it to switch to the eddy-free state, consistent with our measurements shown in

figures 2.7g-i. We also expect the eddy-dominated state to be correlated between neighbor-

ing pores.

We next consider the formation of the eddy-free state. As polymers pass through eddy-

dominated pores, they gradually relax to the coiled conformation. When a sufficient frac-

tion of coiled polymers are at the entrance to a pore, there will be no driving force for eddy

formation. The pore will thus be in the eddy-free state. The fluid streamlines then di-

verge from the upstream pore throat, creating a compressional flow that further promotes

the coiled conformation. As the polymers continue to traverse the pore body, they re-

main coiled until they encounter the converging flow into the downstream pore throat.

This extensional flow partially elongates the chains, which requires a time scale∼ λret.
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We again compare this time scale to the residence time required for the polymers to tran-

sit from the beginning of the converging region to the downstream throat, in this case

∼ H
(
WDp/2− πD2

p/8
)
/Q. This comparison yields another advective Deborah number

De′adv ≡ λretQ/
[
H(WDp/2− πD2

p/8)
]
. When De′adv ≳ 1, chains are not elongated as

they enter the next pore body, thereby promoting the eddy-free state in the current pore

and the downstream pore as well. For our experiments in the unstable regime, De′adv ranges

from≈ 0.7 to 5 using λret ∼ λ ≈ 1 s, although these values again likely under-estimate

De′adv. Thus, similar to the eddy-dominated state, we expect the eddy-free state to persist

in the pore body over time before random flow fluctuations cause it to switch to the eddy-

dominated state, consistent with our measurements shown in figures 2.7g-i. Moreover, we

again expect the eddy-free state to be correlated between neighboring pores.

2.6 Temporal and Spatial Characteristics of the Flow

The hypothesis presented in §2.5 makes two testable predictions: first, that the two dif-

ferent unstable flow states each persist over long times before randomly switching, and sec-

ond, that the flow states between neighboring pores n and n+1 are correlated. We test these

predictions by investigating the temporal and spatial characteristics of the pore-scale flow.

Specifically, we simultaneously image two neighboring pores within the medium, pores

n = 21 and n + 1 = 22, at M = 15 and monitor the flow states for 2500τpv. Figure 2.8a

shows a snapshot of the flow streamlines imaged simultaneously and averaged over 10τpv at

an instance when both pores are in the eddy-dominated state.

The data in figures 2.7g–i support the first prediction that the two distinct flow states

persist over long times. To further test this prediction, we measure the distribution of dura-
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Figure 2.8: a Simultaneous streamline imaging of pores 21 and 22 averaged over 10τpv for M = 15.0. Both pores are
in the eddy-dominated state. b Probability density func on of mes between discrete switching events, represen ng
the dura on over which a given flow state persists in pores n or n + 1, for pores imaged over at least 400τpv. For
panels b and c, light blue shows M = 8.6 for n = 2, teal blue shows M = 15 for n = 2, and navy blue shows
M = 15 for n = 21. The data are broadly distributed with long tails. c Instantaneous eddy areas of pores n and
pore n + 1 are posi vely correlated, indica ng that flow states are correlated between neighboring pores. d Pearson
correla on coefficients between pores separated by a length lsΔN and imaged sequen ally a me 80τpvΔN apart for
M = 15.0. The flow state of each pore is averaged over 80τpv. Thus, this analysis only quan fies any possible long-
me correla ons that persist over me scales larger than 80τpvΔN. Light red shaded region indicates 99% confidence

interval for es mated correla on coefficient given the sampling size.
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tions over which each flow state persists in a given pore before switching to the other state;

we define a switching event as the instant when the total eddy area Atotal in a given pore

crosses a threshold value of 0.05 Apore. This threshold is motivated by the clear separation

between the eddy-dominated and eddy-free states indicated by the probability density func-

tion in figure 2.4c. In agreement with our expectation, we find a broad distribution of long

flow persistence times with no characteristic persistence time, as shown by the navy blue

points in figure 2.8b—confirming our first prediction. Indeed, theoretical predictions for

two-state systems that have self-stabilizing states—similar to the eddy-dominated and eddy-

free states described here—also predict broad distributions of state persistence times.143

The image in figure 2.8a supports the second prediction that the flow states in neigh-

boring pores are correlated. To further test this prediction, we measure the instantaneous

total eddy areas Atotal,n and Atotal,n+1 in pores n = 21 and n + 1 = 22 by imaging both

pores simultaneously over several thousand τpv. To visualize the streamlines of the indi-

vidual tracer particles, we average successive frames for 10τpv; this procedure enables us to

determine the presence or absence of recirculating eddies in the pore bodies and provides

a way to directly measure the eddy areas by tracking the eddy boundaries, as exemplified in

figure 2.8a. We thereby compute the total eddy area Atotal in each pore body of area Apore.

Over the course of this experiment, the pore bodies exhibit the full range of flow behav-

iors: we measure the full range of possible total eddy sizes for each pore body, ranging from

Atotal = 0 to the maximal value Atotal ≈ 0.5Apore. Then, to quantify the correlation in

flow state between pores n and n + 1, we plot the total eddy areas simultaneously mea-

sured for both pores at different times, Atotal,n and Atotal,n+1 respectively. These measure-

ments show a positive correlation between the instantaneous flow states of neighboring
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pores n = 21 and n + 1 = 22 over the imaging duration, as shown by the navy blue

points in figure 2.8c. We quantify this correlation using the Pearson correlation coefficient

ρn,n+1 ≡ cov
(
Atotal,n,Atotal,n+1)

)
/ [σ(Atotal,n)σ(Atotal,n+1)], where cov is the covariance and

σ is the standard deviation of the instantaneous measurements of Atotal,n and Atotal,n+1 over

the different times. We find ρ21,22 = 0.55 > 0, confirming a positive correlation between

the eddy sizes in the neighboring pores 21 and 22 that is statistically significant (p < 0.001,

two-tailed t-test). Thus, the unstable flow states in neighboring pores are correlated with

each other, confirming our second prediction.

To further test how this behavior varies spatially and withM, we repeat these measure-

ments near the inlet at pores n = 2 and n+ 1 = 3 at two different flow rates corresponding

toM = 15 andM = 8.6. We expect that decreasing the flow rate will decrease the advec-

tive Deborah numbers Deadv and De′adv; thus we expect that at lower flow rates, unstable

flow states will still be broadly distributed, but will persist over shorter time scales. Our data

confirm this expectation: we find that at the lower flow rate, flow states persist for slightly

shorter times, as indicated by the light blue points (M = 8.6, n = 2) compared to the teal

blue points (M = 15, n = 2) shown in figure 2.8b. The unstable flow states in neighboring

pores remain positively correlated with each other in both cases, as shown by the light blue

and teal blue points in figure 2.8c; the corresponding Pearson correlation coefficients are

ρ2,3 = 0.25 > 0 and ρ2,3 = 0.21 > 0 respectively, confirming a positive correlation that is

statistically significant (p < 0.001, two-tailed t-test). This positive correlation likely reflects

the fact that, even at the lower flow rate withM = 8.6, both Deadv ≈ 0.5 and De′adv ≈ 0.7

are close to one, and thus, flow states are still likely to be correlated between neighbors. In-

triguingly, while the correlation coefficient does not depend strongly onM for this range
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of flow rates, it does increase with position along the flow direction: for the sameM = 15,

ρ2,3 = 0.21 while ρ21,22 = 0.55, suggesting that flow states in neighboring pores become in-

creasingly correlated downstream. Further exploring this spatial dependence of correlations

in unstable flow state will be a useful direction for future work.

While neighboring pores exhibit correlated flow states on short time scales, imaging of

flow through the entire medium (figure 2.6) suggests that these correlations are not suf-

ficient to produce long-range correlations in the flow over long times. Indeed, as quanti-

fied by the measurements in figure 2.8b, we do not expect correlations to persist, even for

neighboring pores, when flow state is averaged over sufficiently long time scales. To test this

expectation, we sequentially image pores n = 2 through n = 30 for 80τpv each. We use

these data to compute the time-averaged eddy area in each pore, Ātotal,2 through Ātotal,30,

where each value of Ātotal is averaged over 80τpv. We then quantify any possible correlations

between these 29 measurements of the time-averaged eddy areas using the correlation coef-

ficient ρn,n+ΔN ≡ cov
(
Ātotal,n, Ātotal,n+ΔN

)
/
[
σ(Ātotal,n)σ(Ātotal,n+ΔN)

]
, which in this case

quantifies correlations between the measured Ātotal for all pores n and n+ ΔN that are thus

separated by a length lsΔN; here, cov is the covariance and σ is the standard deviation of

the time-averaged measurements of Ātotal,n and Ātotal,n+ΔN, for a given value of ΔN ranging

from 1 to 15, over the different values of n. In this analysis, instead of tracking the instanta-

neous correlation for many different time points as before, we track a time-averaged corre-

lation for many different pairs of pores. Thus, this correlation analysis does not capture any

possible flow correlations ΔN pores apart that arise on time scales shorter than 80τpvΔN: it

only quantifies any possible long-time correlations that persist over time scales larger than

80τpvΔN. Consistent with our expectation, we do not find long-time correlations in flow
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state, even between nearest neighbors: the correlation coefficient does not statistically devi-

ate from zero for any values of ΔN throughout the medium, as shown in figure 2.8d. Thus,

while unstable flow states are correlated over short times across neighboring pores, these

correlations do not persist over long time scales—presumably due to the influence of ran-

dom fluctuations in the flow, which likely promote switching between flow states. Our

data do not preclude the possibility that longer-range correlations may arise at shorter time

scales, or that correlations in flow state can evolve spatially throughout the medium; indeed,

previous work has indicated that velocity correlations can coherently propagate through

other experimental geometries.97 Investigating whether the flow correlations described in

figure 2.8a-c can persist over broader spatial and temporal ranges will be a useful direction

for future work.

B

2.7 Conclusions

Our work describes the first experimental observations of bistability in the flow of an elastic

polymer solution through porous media, confirming previous theoretical predictions.106,138,139

We find that when the spacing between pores is sufficiently small, and when the imposed

flow rate is sufficiently large, the flow stochastically switches between two distinct unstable

flow states. In the eddy-dominated state, a pair of large unstable eddies forms in the corners

of a pore body, while in the eddy-free state, strongly-fluctuating fluid streamlines fill the en-

tire pore body and eddies do not form. Our results thus indicate that in a porous medium

the pore-scale flow behavior may not be determined just by injection conditions—as quan-
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tified by theWeissenberg number Wi or the M parameter76,77—and the geometry of the

individual pores, as is often assumed.

Our model 1D geometry does not incorporate pore size disorder, tortuosity, and connec-

tivity for simplicity; it instead provides a way to isolate and systematically probe the role of

pore spacing on flow behavior. Incorporating these additional complexities in the medium

geometry, and extending our findings to 2D and 3Dmedia in which transverse interactions

between pores may also play a role,15,44,103,104,108,109,111–115,117–119,144 will be an important

direction for future studies. Moreover, because pressure drop measurements are often used

to characterize flow through porous media,24–28,34,42,123 exploring the connection between

unstable flow states and the macroscopic pressure drop across the medium will also be an

important extension of our work.

We hypothesize that the flow bistability arises from the interplay between flow-induced

polymer elongation, which promotes eddy formation, and relaxation of polymers as they

are advected between pores, which enables the eddy-free state to form. Consistent with

this idea, we find that the eddy sizes increase with the imposed flow rate. Additionally, we

find that a flow state in a given pore persists over long time scales before switching to the

other flow state, presumably due to random flow fluctuations. Flow state is also strongly

correlated between neighboring pores at short time scales; however, these correlations are

not sufficient to produce correlations in the flow through the entire medium over long

times. Elucidating the factors that determine the length and time scales over which flow

correlations persist will be an interesting direction for future work.

While our experiments probe the case of dilute polymer solutions—in which polymer

overlap likely does not influence flow behavior—flow behavior is known to change con-
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siderably at higher concentrations due to the increased propensity of polymer chains to

overlap.109,111 We therefore expect that in more concentrated solutions, overlap of poly-

mer chains will increase the relaxation and retardation times λrel and λret, leading to larger

values of the advective Deborah numbers Deadv and De′adv. Thus, we expect that more con-

centrated polymer solutions will have correlated flow states that span more pores and that

persist over longer time scales.

The different spatial and temporal characteristics of the two flow states described here

could impact fluid mixing and the displacement of trapped immiscible fluids from the pore

space in a variety of ways.145,146 Thus, a deeper understanding of these flow behaviors could

provide guidance to applications that require specific mixing or fluid displacement behav-

iors. Examples include oil recovery and groundwater remediation, in which the viscous

forces exerted by the polymer solution could displace a trapped fluid from the pores, or un-

stable mixing due to the fluid instability could improve the transport of oxidants and sur-

factants to the fluid interface. Such flow behaviors could also be harnessed in other emerg-

ing applications such as controlling mixing and flow in lab-on-a-chip devices, filtration, and

extrusion of polymeric resins during 3D-printing.
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...an exquisite thing, a small thing that could upset bal-

ances and knock down a line of small dominoes and then

big dominoes and then gigantic dominoes...

Ray Bradbury, A sound of Thunder

3
Chaos and resistance

We have seen how polymer memory can give rise to unstable flows and interesting spatial

and temporal correlations in ordered 2D porous geometries. However, diverse applications—

ranging from groundwater remediation32 and oil recovery21,123 to filtration147 and chro-

matography148—rely on the viscous-dominated flow of polymer solutions through disor-

dered 3D porous media. In these real porous media, the resistance to flow, quantified by an
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apparent viscosity ηapp, abruptly increases for many high molecular weight, flexible polymer

solutions—even though the shear viscosity η of the bulk solution decreaseswith increasing

shear rate.44,123,149–151 The reason for this anomalous increase has remained a puzzle ever

since it was first reported over half a century ago in the 1960s.12

This anomalous increase in flow resistance is often thought to reflect the accumulated

extension of individual polymer molecules as they are transported through constrictions of

the pore space,34–38 though direct validation of this idea remains lacking. Some recent sim-

ulations119 and experiments in ordered two-dimensional (2D) geometries44,111,152–154 have

instead suggested that this anomalous increase in flow resistance is linked to the onset of an

elastic instability, arising from the buildup of polymer-induced elastic stresses during trans-

port. Such instabilities are well-studied in a range of simplified geometries,1,2,14,54,76,78,90,105,155–158

and can generate chaotic flow fields reminiscent of those observed in inertial turbulence14,80,154—

often termed “elastic turbulence”. However, whether this phenomenon arises in disordered

3D porous media, and if so, how exactly it influences macroscopic transport, is still de-

bated; typical 3Dmedia are opaque, precluding direct characterization of the flow in situ.

Indeed, while magnetic resonance measurements of the diffusivity of a secondary fluid

phase have hinted that elastic turbulence can arise in disordered 3D porous rocks,43 direct

verification remains lacking. Furthermore, recent experiments in model 2Dmedia indicate

that geometric disorder, inherent in most naturally-occurring media, can instead suppress

This chapter has been adapted from published work by Christopher A. Browne and Sujit S. Datta. Elas-
tic turbulence generates anomalous flow resistance in porous media. Science Advances, 7:eabj2619, 2021.3
Author Contributions: C.A.B. performed all experiments; C.A.B. and S.S.D. designed the experiments,
analyzed the data, developed and implemented the theoretical model, discussed the results, and wrote the
manuscript. S.S.D. designed and supervised the overall project.
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the onset of elastic turbulence,15 casting doubt on this mechanism entirely—although

other experiments have shown that this suppression is sensitive to the specific choice of

2D geometry,120 and thus, disorder may not generally suppress elastic turbulence. Addi-

tionally, while studies in 2D provide a straightforward way to visualize the flow and thereby

yield powerful insights, such models differ in their connectivity, porosity, and complexity

from 3D pore spaces; therefore, it is unclear how results obtained in 2D can be extrapolated

to 3Dmedia. As a result, despite its fundamental importance and strong impact in applica-

tions, why the macroscopic flow resistance of polymer solutions anomalously increases in

porous media is still unknown.

In this chapter, by directly visualizing the flow of a polymer solution in a transparent

three-dimensional (3D) porous medium,we demonstrate that this anomalous increase

is indeed dominated by the added dissipation arising from elastic turbulence. We find

that the transition to unstable flow in each pore is continuous, arising due to the increased

temporal persistence of discrete bursts of instability above an onset flow rate; however, this

onset value varies from pore to pore. Thus, unstable flow is spatially heterogeneous across

the different pores of the medium, with unstable and laminar regions coexisting. Guided

by these findings, we quantitatively establish that the energy dissipated by unstable pore-

scale fluctuations generates the anomalous increase in flow resistance through the entire

medium. Our results thus help to resolve this long-standing puzzle. Moreover, by linking

the onset of unstable flow at the pore scale to flow resistance at the macroscale, our work

yields generally-applicable guidelines for predicting and controlling polymer solution flows.

B
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3.1 Anomalous increase in macroscopic flow resistance coincides with the

pore-scale onset of elastic turbulence.

We model disordered 3D porous medium using consolidated random packing of borosili-

cate glass beads (Figure 3.1A) of porosity φ ≈ 0.41 (fabrication details in §A.4). Such bead

packings have well-demonstrated reproducibility in pore size statistics and flow properties

that can often be generalized to other, more complex media.159 The polymeric fluid used is

a dilute solution of high molecular weight (18MDa) partially hydrolyzed polyacrylamide

(HPAM) in a viscous aqueous solvent, formulated to precisely match its refractive index to

that of the glass beads—thus rendering the medium transparent when saturated (Formula-

tion B in §A.1). Additionally dispersing a dilute fraction of fluorescent latex microparticles

(200 nm diameter), which act as flow tracers, therefore enables monitoring of the flow field

using confocal microscopy (§A.4.2) and measurement of the two-dimensional (2D) fluid

velocities u in the pore space via particle image velocimetry (PIV) (§A.5.1). We characterize

the macroscopic flow behavior by injecting the polymer solution into the medium at a con-

stant volumetric flow rateQ and measuring the corresponding steady-state pressure drop

⟨ΔP⟩t across the medium; the angled brackets indicate an average over time t (Fig. 3.2).

For a Newtonian fluid, the relationship between pressure drop and flow rate is given by

Darcy’s law: ⟨ΔP⟩t/ΔL = η(Q/A)/k, where η is the fluid dynamic shear viscosity mea-

sured using shear rheology (Fig. A.2), and ΔL, A, and k are the length, cross sectional area,

and absolute permeability of the medium, respectively. For a polymer solution, for which

the viscosity can change depending on flow conditions, this relationship is still employed

in practice, but with η replaced by the “apparent viscosity” ηapp ≡ ⟨ΔP⟩t/ΔL
(Q/A)/k that repre-
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Figure 3.1: Pore-scale visualiza on reveals that the anomalous increase in flow resistance coincides with the
onset of elas c turbulence. (A) Our porous medium is a lightly-sintered random packing of borosilicate glass
beads confined in a quartz capillary with a square cross sec on. We inject the polymer solu on containing
fluorescent tracers into the medium using a syringe pump, and simultaneously image the flow in situ using a
confocal microscope while measuring the pressure drop across the medium using differen al pressure trans-
ducers. (B) Above a threshold flow rate, parameterized by the characteris c shear rate γ̇I, the macroscopic
pressure drop, represented by the reduced apparent viscosity ηapp/η(γ̇I), anomalously increases and devi-
ates from the predic on of Darcy’s Law given by the shear viscosity of the bulk solu on. (C-F) Flow visualiza-
on in an example pore; applied flow is le to right. Arrows indicate the vector field, and colors indicate the

velocity magnitude u = |u| normalized by its value averaged spa ally over the pore and temporally over the
en re dura on of the experiment, ⟨u⟩t,x = ⟨|u|⟩t,x. (C-D) At a low flow rate, the flow does not change over
me. (E-F) At a higher flow rate, the flow exhibits strong spa o-temporal fluctua ons characteris c of elas c

turbulence.
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sents the macroscopic flow resistance. To facilitate comparison to the bulk shear viscosity,

we therefore represent the pressure drop measurements by plotting the reduced apparent

viscosity ηapp/η(γ̇I) as a function of the interstitial shear rate γ̇I ≡ Q/(φA)√
k/φ

defined using

the characteristic pore flow speedQ/(φA) and length scale
√

k/φ;137,160 because all the

other parameters are independently known, this relationship provides a direct mapping

from the measured pressure drop to the apparent viscosity. As expected, at low flow rates,

ηapp = η(γ̇I). However, above a critical flow rate corresponding to γ̇I ≈ 4 s−1, ηapp in-

creasingly exceeds η(γ̇I), eventually peaking at≈ 6η(γ̇I) as shown in Fig. 3.1B; the cor-

responding pressure drop data reflect the same behavior, as shown in Fig. 3.2A. Pressure

drop measurements taken while ramping up (dark blue) and down (light green) flow rate

show no measurable hysteresis (Fig. 3.2B), similar to observations in model 2D porous me-

dia,14,15,161 though polymer solution flows do exhibit hysteretic behavior in other geome-

tries.80,162 This anomalous increase and eventual peak in the macroscopic flow resistance

parallels previous reports.12,44,123,149–151

Simultaneous visualization of the pore-scale flow provides a clue to the underlying rea-

son for this anomalous increase. Fig. 3.1C–F shows the velocity field within an example

pore measured at two different times. At low flow rates, for which ηapp = η(γ̇I), the flow

is laminar and steady over time (Fig. 3.1C–D,Movie 3.1). Strikingly, concomitant with

the anomalous increase in flow resistance, we observe strong spatial and temporal fluctua-

tions in the flow at high flow rates (Fig. 3.1E–F)—despite the negligible influence of inertia

in the flow, as indicated by the Reynolds number Re≲ 10−4 ≪ 1. As shown inMovie

3.2, the fluid pathlines continually cross and vary over time, indicating the emergence of an

elastic instability.
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Figure 3.2: Raw pressure drop data at different imposed flow rates. A Time-averaged pressure drop data corresponding
to Figs. 1B and 4C. Red dashed line shows the predic on of Darcy’s Law using the shear viscosity of the bulk solu on.
Error bars represent one standard devia on of the pressure drop measurements taken over a 1 h measurement window;
when not shown, error bars are smaller than the symbol size. B Pressure drop measurements taken while ramping up
(dark blue) and down (light green) flow rate show no measurable hysteresis, similar to observa ons in model 2D porous
media. 14,15,161

3.2 Unstable fluctuations are chaotic in space and time

To characterize the spatial and temporal scales associated with unstable flow fluctuations,

we subtract the temporal mean from each velocity vector, point-by-point, to focus on the

velocity fluctuations u′ = u − ⟨u⟩t. We monitor the fluctuations in two pore above the

instability onset (WiI = 3.9 and 4.4) for 60 s (Movie 3.5, Fig. 3.3). Still-frames show the

instantaneous velocity fluctuation at an example time-point (Fig. 3.3A), and kymographs

taken at a vertical line of pixels at the pore center line show how these bursts of fluctuations

grow and decay in time Fig. 3.3B).

We use the measured time-dependent velocity field to directly compute the frequency-

and wavenumber-dependent power spectral density of flow fluctuations, as shown in Fig.

3.4. These power spectra indicate that the fluctuating velocity fields are chaotic in both

space and time, exhibiting power law decays with exponents β ∼ 1.1 to 1.4 and α ∼ 0.8 to

60



Figure 3.3: Characteriza on of spa otemporal fluctua ons in flow velocity. AMagnitude of velocity fluctua ons u′
normalized by the mean velocity ⟨u⟩t,x for a pore atWiI = 3.9, the same pore atWiI = 4.4, and another pore at
WiI = 3.9. Pore labels are described in Table A.3. B Accompanying kymograph of fluctua ons taken from a ver cal
line along the center of each pore (spa ally averaging 3 pixels in the x-direc on). The PIV frame rate of 6 frames per
second shows finer me resolu on than Fig. 3.5A-D, allowing for the spectral analysis shown in Fig. 3.4.
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Figure 3.4: Spa al and temporal power spectra of velocity fluctua ons. A The Fourier transform of the spa al signal
u′(x) averaged over the temporal points in the kymograph to smooth out noise. Best fit power-law scalings decay with
wave numbers∼ k−β with β ≈ −0.8 to 1.1, in agreement with the range β ≈ 1 to 3 reported for elas c turbulence
in various other geometries. 80,85,163,164 The upper wavenumbers are limited by the pixel size 0.62 µm, and the lower
wavenumbers are limited by the frame size (200 or 320 µm). B The Fourier transform of the temporal signal u′(t),
averaged to smooth noise over 3 me points and a box of pixels taken from the center of the pore (10 × 7 for pore T,
5 × 13 for pore U), ver cally shi ed by a constant factor for clarity (C = 1 for pore T atWiI = 3.9, C = 2 for pore T at
WiI = 4.3, C = 6 for pore U atWiI = 3.9). Best fit power-law scalings decay with frequencies∼ f−α with α = 1.1
to 1.4. The upper frequency is capped at 2 Hz because of the PIV framerate and me averaging, and lower frequencies
deviate≲ .2 Hz because of the finite experiment dura on. These scalings agree with the broad range of α ≈ 1 to
3.7 reported for elas c turbulence in various other geometries.11,15,85,120,161,164,165 Inset shows the complementary
cumula ve distribu on func on (c.d.f.) indica ng that the majority of measured power spectral density is contained in
fluctua ons longer than one polymer relaxa on me λ ≈ WiI/γ̇I ≈ 0.4 s.

1.1, respectively. While these differ from some other previous reported exponents for elastic

turbulence, they are consistent with the range of values observed for elastic turbulence in

various other studies exploring different geometries and polymer solutions, which report

exponents∼ 1 to 4.611,15,80,85,120,161,163–165 and∼ 1 to 3,80,85 respectively. Investigating how

these exponents vary across different geometries and solutions will be a useful direction for

future work. Our visualization thus reveals that elastic turbulence does arise in 3D porous

media, contrary to previous suggestions based on studies in 2Dmedia that the disordered

structure of the medium suppresses elastic turbulence.15
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3.3 The pore-scale transition to fully unstable flow is continuous, with an

onset that varies from pore to pore.

We next characterize the transition to elastic turbulence in our example pore from Fig. 3.1.

Near the onset of the anomalous increase in flow resistance, flow fluctuations (blue in Fig.

3.5A-B) manifest as intermittent, abrupt bursts that coexist with the base laminar flow

(purple in Fig. 3.5B), but quickly decay (Movie 3.3). Well above this onset, however, these

fluctuations (blue-green-yellow in Fig. 3.5C) still coexist with the laminar flow, but persist

over time (Fig. 3.5D, Movies 2.4–2.5); moreover, their normalized magnitudes are con-

siderably larger (Fig. 3.6). Further examples corroborating this finding with higher-speed

imaging are shown in Fig 3.3. Intriguingly, similar behavior is observed in the intermittent

transition to inertial turbulence: for sufficiently large Re, discrete bursts of unstable flow

appear and decay, persisting for longer durations as Re increases.166 Thus, the transition to

inertial turbulence is in many cases thought to be a non-equilibrium transition character-

ized by a continuously growing turbulent fraction.167,168 Our results suggest the tantalizing

possibility that the pore-scale transition to fully unstable flow—in this case, driven by an

elastic instability—may similarly be a continuous non-equilibrium transition, as suggested

recently in simulations.164

We test this hypothesis by measuring the fraction of time Ft a pore spends in the un-

stable state, as is often done to characterize the transition to inertial turbulence,168 for 12

different pores over a broad range of flow rates. This quantity characterizes flow intermit-

tency; in particular, as Ft increases, unstable bursts become more persistent over time, last-

ing for longer durations. Eventually, Ft = 1 corresponds to the turbulent state in which
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Figure 3.5: The pore-scale transi on to elas c turbulence is a con nuous non-equilibrium transi on between
dis nct flow states. (A-B) Near the onset of elas c turbulence, flow fluctua ons are intermi ent and short-
lived; (A) shows the normalized magnitude of flow fluctua ons in a given pore at a given me, while (B) shows
how the fluctua ons in the red box vary over me. (C-D)Well above the onset of elas c turbulence, flow
fluctua ons are stronger and persist over me. (E-F) Con nuous higher-speed imaging in another pore, also
above the onset of elas c turbulence, again shows that flow fluctua ons persist over me—even at short
me scales. (G) The frac on of me Ft a pore spends in an unstable state (u′/⟨u⟩t,x > 0.2) con nually

grows above a threshold flow rate, parameterized by the threshold Weissenberg numberWic. Different pores
are characterized by different values ofWic, as shown by the probability density func on in (H); however,
they all exhibit a similar transi on to elas c turbulence as shown by the collapse of the measurements of
Ft in (G) when the imposedWiI is rescaled byWic for each pore. The inset shows the power-law scaling
Ft ∼ (WiI/Wic − 1)0.4; the exponent is obtained from the best fit to the data, with an uncertainty of±0.1
determined by varying the instability threshold by±10%.
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the flow is always unstable. Because the unstable flow is driven by polymer elasticity rather

than fluid inertia, we describe the pore-scale transition to elastic turbulence using the char-

acteristic Weissenberg number defined using the macroscopic imposed flow conditions,

WiI ≡ N1(γ̇I)/2σ(γ̇I); this parameter compares elastic stresses quantified by the first nor-

mal stress differenceN1 to viscous stresses quantified by the shear stress σ, and represents

the upper limit of the spatially-varying local Weissenberg number (Fig. A.5). It can also be

related to the largest destabilizing term in a linear stability analysis of the creeping flow limit

of the CauchyMomentum equation for a viscoelastic fluid.76 For each pore, at lowWiI, the

flow is laminar and unchanging in time, with Ft = 0. Above a critical value Wic, however,

the pore is unstable for a non-zero fraction of time, and Ft smoothly increases above zero. It

eventually saturates at unity for WiI ≫ Wic, indicating that the elastic turbulence has fully

developed. Notably, this transition is general: while the critical value Wic varies from pore

to pore (Fig. 3.5G), presumably due to the disordered structure of the pore space, Ft grows

similarly with the rescaledWiI/Wic for all 12 pores, as shown by the different colors in Fig.

3.5G—indicating a continuous phase transition. We observe some scatter in the data, pos-

sibly due to the influence of polydispersity in polymer properties and local correlations in

the flow between neighbors; investigating these effects will be a useful direction for future

work. However, in all cases, the data for WiI near Wic appear to follow the power-law scal-

ing Ft ∼ (WiI/Wic − 1)0.4 (Fig. 3.5G, inset). Thus, the pore-scale transition to elastic

turbulence is a continuous phase transition reminiscent of the intermittent transition to

inertial turbulence.164,166

An unexpected consequence of the pore-to-pore variability in Wic, which ranges from

Wic,min ≈ 2.6 toWic,max ≈ 4.4 (Fig. 3.5H), is that the occurrence of elastic turbulence is
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Figure 3.6: Distribu on of the magnitude of flow fluctua ons u′ normalized by the mean ⟨u⟩t,x in a representa ve pore
B at different imposed Weissenberg numbers. For the laminarWiI = 1.6, the fluctua ons are contained near zero,
represen ng experimental PIV noise. At higherWiI, the fluctua ons grow in magnitude, and hence the persistence of
bursts above our chosen threshold u′/⟨u⟩t,x > 0.2 increase con nuously.

spatially heterogeneous throughout the medium. In particular, because some pores become

unstable at different values of WiI than others, unstable pores coexist amid stable, laminar

pores for WiI in this range. An example is shown in Fig. 3.7, which displays the normalized

root mean square of the flow fluctuations u′ over time, u′rms/⟨u⟩t,x for three different pores.

At low flow rates and therefore WiI, all three pores are stable, as shown in the first column.

As flow rate and therefore WiI is increased, Pore A (2.6 < Wic ≤ 3.2) becomes unstable

first, while Pores B–C remain stable, as shown in the second column. At a higher WiI, Pore

B (3.2 < Wic ≤ 3.6) next becomes unstable, as shown in the third column. Finally, at an

even higher WiI, Pore C (3.9 < Wic ≤ 4.4) also becomes unstable, as shown in the last

column. Thus, as WiI increases from≈ 2.6 to 4.4, an increasing fraction of pores become

unstable. This observation that single pores exposed to the same macroscopic flow rate

become unstable in different ways provides a fascinating pore-scale analog of “molecular

individualism,”169 in which single polymers exposed to the same extensional flow elongate
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Figure 3.7: The occurrence of elas c turbulence is spa ally heterogeneous throughout a porous medium, re-
flec ng “porous individualism”. Images show the normalized magnitude of root mean square flow fluctua ons
over 60 min in different pores and at different flow rates, parameterized byWiI. Applied flow is le to right.
Pore A becomes unstable at the lowest flow rate, as shown by the red line in the first row. Pore B becomes
unstable at the next highest flow rate, shown by the red line in the second row. Pore C becomes unstable
only at even higher flow rates.

67



in different ways; we therefore term it “porous individualism”. Indeed, monitoring a larger

field of view spanning multiple pores on a side confirms that the flow states in neighboring

pores are not appreciably correlated (Fig. A.6).

B

3.4 Simplified power balance enables pore-scale flow fluctuations to be linked

to macroscopic transport.

How does this variability in the occurrence of elastic turbulence impact the macroscopic

flow resistance? Motivated by the similarities between elastic and inertial turbulence re-

vealed by our pore-scale imaging, as well as by previous studies in a range of simplified ge-

ometries,14,80,154 we hypothesize that the flow fluctuations that arise in elastic turbulence

impart additional viscous dissipation to the flow—akin to fluctuations in inertial turbu-

lence. Just as the power dissipation for a Newtonian fluid is given by Φ = μγ̇2 and the

excess dissipation for inertial turbulence is given by Φ′ = μ⟨s′ : s′⟩,* we find that the power

dissipation of elastic turbulence can similarly be estimated as ⟨χ⟩t,V = η⟨s′ : s′⟩. In this

section, we derive this unstable dissipation function explicitly, outlining and justifying the

necessary assumptions.

3.4.1 Full derivation of power balance

We quantify this hypothesis using the power density balance for viscous-dominated flow.

We start with the scalar partial differential equation for the rate of change of mechanical

*The unstable dissipation functionΦ′ 17 or equivalently the turbulent kinetic energy dissipation ε.121
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energy per unit volume, obtained by dotting the Cauchy momentum equation with veloc-

ity:17

∂

∂t

(
1
2
ρu2
)
+∇ · 1

2
ρu2u− P∇ · u+∇ · [τ · u]− ρu · g = −∇ · Pu− τ : ∇u, (3.1)

where u(x, t) is the fluid velocity, ρ is the fluid density, P(x, t) is the fluid pressure, τ(x, t) is

the fluid stress tensor, and g is gravitational acceleration.

The first term ∂
∂t

( 1
2ρu

2
)
represents the change in kinetic energy, which is of order Re

and thus negligible. The second term∇ · 1
2ρu

2u represents the acceleration over a con-

trol volume; this term disappears, since the inlet and outlet of our capillary have the same

surface area, so there is no acceleration across the medium. The third term P∇ · u repre-

sents the reversible work of compression, which is negligible for an incompressible fluid

∇ · u = 0. The fourth term∇ · [τ · u] represents viscous work done across control sur-

faces; this term disappears, since there is no viscous work done at the capillary walls and

the flow is unidirectional across the inlet and outlet control surfaces. The fifth term ρu · g

represents gravitational work done, which scales with the Reynolds and Froude numbers:

ρu · g ∼ Re/Fr2 = ρgD2
p/η0 ≈ 0.0028 ≪ 1 and is thus negligible. This leaves only the last

two terms for our experiments:

−∇ · Pu = τ : ∇u. (3.2)

The left hand side represents the rate of work done by the fluid pressure and the right hand

side represents the rate of viscous energy dissipation, per unit volume. The velocity gradi-

ent tensor can be decomposed into a symmetric and asymmetric component∇u = s + ω,
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where s = (∇u + ∇uT)/2 is the rate of strain tensor and ω = (∇u − ∇uT)/2 is the

vorticity tensor.

3.4.2 Macroscopic averaging

Taking the volume integral of Eq. 3.2 and applying the divergence theorem to the left hand

side yields the macroscopic power balance over the control volume. This volume is com-

posed of the four capillary walls and a surface perpendicular to the walls well upstream and

downstream of the bead packing, such that the flow is unidirectional u = uxx̂ across the

inlet/outlet surfaces n = ±x̂:

−
∫

A

Pu · ndA =

∫
V
τ : (s+ ω)dV

=⇒ (Q/A)AΔP = V⟨τ : (s+ ω)⟩V

=⇒ ΔP
ΔL

=
⟨τ : (s+ ω)⟩V

Q/A
. (3.3)

3.4.3 Time averaging

Drawing inspiration from the treatment of inertial turbulence, in which flows similarly ex-

hibit strong spatio-temporal fluctuations, we decompose the velocity into a time-averaged

and a fluctuating component u(x, t) = u0(x) + u′(x, t), from which it follows that

the rate of strain and vorticity tensors also decompose s(x, t) = s0(x) + s′(x, t) and

ω(x, t) = ω0(x) + ω′(x, t). The pressure similarly decomposes into a mean and fluctu-

ating component P(x, t) = P0(x) + P′(x, t), with ⟨P′⟩t = 0 and thus ⟨P⟩t = P0. The

time-averaged pressure drop is obtained by taking the time average ⟨ ⟩t = 1
tc

∫ +tc/2
−tc/2 ( )dt of

Eq. 3.3 over a moving window t = ±tc/2, where tc is a sufficiently large time window for
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meaningful averaging:170

⟨ΔP⟩t
ΔL

=
⟨⟨τ : (s+ ω)⟩t⟩V

Q/A
. (3.4)

3.4.4 Neglect of strain history effects

In principle, Eq. 3.4 provides a direct link between the measured pore-scale flow field,

quantified on the right hand side, and macroscopic pressure drop, given on the left hand

side, as explored in recent simulations.119 However, in practice, evaluating the right hand

side of Eq. 3.4 requires knowledge of the full dependence of the stress τ on polymer strain

history in 3D,16 which is currently inaccessible in our experiments. Nevertheless, two fea-

tures of the flow, detailed below, motivate the development of a simplified version of Eq.

3.4 that permits us to examine the influence of unstable pore-scale flow fluctuations on

macroscopic transport.

First, while the flow fluctuates strongly over a broad range of time scales, the majority of

the measured spectral power is contained in fluctuations occurring over a duration longer

than the characteristic polymer relaxation time λ (complementary cumulative density func-

tion of the power spectral density show in figure 3.4). We therefore approximate the mea-

sured time-dependent flow as being quasi-steady over the polymer relaxation time, enabling

us to adopt a generalized Newtonian fluid approach16 in which the stress is parameterized

by the shear viscosity ηs, which is a function of the local strain rate, and the extensional vis-

cosity ηe, which is a function of accumulated strain in the quasi-steady flow field.

Second, analysis of the measured flow field indicates that polymers do not accumulate

appreciable Hencky strain during advection through the tortuous pore space. We assess

the role of extensional viscosity by directly computing the strain history of sample fluid ele-
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ments along Lagrangian paths in the flow field measured in three representative pores. For a

selected fluid element voxel, we use the measured time-dependent 2D velocity field to com-

pute its propagation; specifically, using the pixel-by-pixel local velocity dx/dt = u(x, t), we

compute the time to move to the next voxel as Δt ≈ Δx/u(x, t), where Δx is the pixel size

and u(x, t) is the local velocity magnitude. For this computed pathline, we then compute

the accumulated Hencky strain over one polymer relaxation time λ = Wi/γ̇I = 0.3 to 1

s as ε =
∫ λ
0 ε̇(x, t)dt. We perform this measurement for five different starting locations

throughout a pore for each of the 15 quasi-steady flow field snapshots, and repeat this set

of 75 measurements for three different pores, to obtain a representative distribution of

Hencky strains. The resulting distributions for each flow rate show that Hencky strains

are much smaller than 1 (Fig. 3.8), suggesting that extensional viscosity effects can be ne-

glected, which typically arise when ε ≳ 2 to 3.171 Thus, while local polymer extension

drives the onset of the unstable flow, accumulated extension is likely not a strong contrib-

utor to the global viscous dissipation as is often suggested;34–38 we therefore neglect any

polymer contributions to the extensional viscosity and take the Newtonian limit of the

Trouton ratio Tr ≡ ηe/η0 = 3.

3.4.5 Generalized Newtonian Decomposition

These two assumptions then allow us to decompose the dissipation function ⟨τ : ∇u⟩t into

a mean and fluctuating component. Because our calculations of Hencky strain described

above suggest that extensional viscosity does not appreciably contribute to the global vis-

cous dissipation, we express the fluid stress as a function of the local rate of strain tensor,

τij(sij).137 Since the stress is nonlinear for a non-Newtonian fluid, the function for stress
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Figure 3.8: Distribu on of measured Hencky strains along sample pathlines of dura on λ0 ≈ 1 s. Colors indicate
different macroscopic flow rates (reported asWiI). Distribu ons are taken over three pores, each with five sample track
star ng loca ons, and 15 me points with differing flow fields.

τij(s0,ij + s′ij) cannot easily be separated into a mean and fluctuating term; instead, we ex-

pand τij with a Maclaurin series, applying the definition of fluctuations ⟨s′ij⟩t ≡ 0 and

⟨ω′
ij⟩t ≡ 0, but ⟨s′2ij ⟩t ̸= 0:

⟨τij|s0,ij+s′ij(sij + ωij)⟩t

=

〈(
τij|s0,ij +

∂τij
∂sij

∣∣∣∣
s0,ij
s′ij +

1
2
∂2τij
∂s2ij

∣∣∣∣
s0,ij
s′2ij +

1
3
∂3τij
∂s3ij

∣∣∣∣
s0,ij
s′3ij + O(s′4ij )

)
(
s0,ij + ω0,ij + s′ij + ω′

ij
)〉

t

= τij|s0,ij
(
s0,ij + ω0,ij

)︸ ︷︷ ︸
Mean flow: Darcy

+

[
∂τij
∂sij

∣∣∣∣
s0,ij

+
s0,ij + ω0,ij

2
∂2τij
∂s2ij

∣∣∣∣
s0,ij

]
⟨s′2ij ⟩t︸ ︷︷ ︸

Unstable flow: ⟨χ⟩t

+ O(⟨s′4ij ⟩t), (3.5)

which is accurate to fourth orderO(⟨s′4ij ⟩t). The first term reflects the viscous dissipation

of the mean flow, ultimately yielding Darcy’s law when volume averaged, by definition:
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⟨τij|s0,ij(s0,ij+ω0,ij)⟩V/(Q/A) = η(γ̇I)(Q/A)/k. The second term reflects viscous dissipation

due to unstable flow fluctuations, and we define it as the rate of added dissipation ⟨χ⟩t,

analogous to the unstable dissipation function Φ′ (or TKE dissipation ε) defined in inertial

turbulence.17,121

3.4.6 Unstable dissipation function

The term in square brackets in Eq. 3.5 has units of a dynamic viscosity, prompting the

ansatz that it should be proportional to η(γ̇0), where γ̇0 ≡ 2s0,xy = ∂u0/∂y + ∂v0/∂x and

cij is the proportionality constant:

⟨χ⟩t ≡

[
∂τij
∂sij

∣∣∣∣
s0,ij

+
s0,ij + ω0,ij

2
∂2τij
∂s2ij

∣∣∣∣
s0,ij

]
⟨s′2ij ⟩t

≡ cijη(γ̇0)⟨s
′2
ij ⟩t. (3.6)

For a power-law fluid, τij = As(sij)αs , where As and αs are material constants. This constitu-

tive relationship allows us to compute cij:

cijη(γ̇0) ≡
∂τij
∂sij

∣∣∣∣
s0,ij

+
s0,ij + ω0,ij

2
∂2τij
∂s2ij

∣∣∣∣
s0,ij

= αsAssαs−1
0,ij

(
1+

s0,ij + ω0,ij

s0,ij
(αs − 1)

2

)
= αs21−αs

(
1− (1+ Λij)

(1− αs)
2

)
η(γ̇0), (3.7)

where, assuming isotropic unstable flow fluctuations, η(s0,ij) ≈ η(s0,xy) ≡ η(γ̇0/2).

The term Λij ≡ ω0,ij/s0,ij cannot be directly measured from a 2D flow field; simple
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Figure 3.9: Magnitude es mate of correc onal term in simplified power balance. The complementary cumula ve distri-
bu on func on of the in-plane component of the correc onal term (1 + Λxy)(1 − αs)/2, distributed over all tested
flow rates and pixels. For a vast majority of pixels, the magnitude of this term is much less than 1. The average value of
⟨(1+ Λxy)(1− αs)/2⟩v,Q = 0.026 ≪ 1 indicates that 1− (1+ Λxy)(1− αs)/2 ≈ 1.

averaging for the unknown elements in the third direction kwould trivially return Λik = 0.

However, estimating the magnitude of Λij using just the in-plane component indicates that

the entire term is typically much less than order one: averaging over all pixels and flow rates

yields ⟨(1 + Λij)(αs − 1)/2⟩V,Q = 0.026 ≪ 1, as shown in Fig. 3.9. We therefore neglect

this term. Thus, c = αs21−αs ; c = 1 for a Newtonian fluid and 0 < c < 1 for shear-thinning

fluids. Using our measured fluid rheology, we find c = 0.98—reflecting that our fluid has

nearly constant shear viscosity for the shear rates tested.

The unstable dissipation function ⟨χ⟩t then depends primarily on the fluctuating rate of

strain tensor ⟨s′2ij ⟩t. Again assuming isotropic flow fluctuations, as is frequently done in the
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case of inertial turbulence,172,173

〈(
∂u′z
∂z

)2〉
t
≈ 1

2

[〈(
∂u′x
∂x

)2〉
t
+

〈(
∂u′y
∂y

)2〉
t

]
〈(

∂u′x
∂z

)2〉
t
≈
〈(

∂u′y
∂z

)2〉
t
≈
〈(

∂u′z
∂x

)2〉
t
≈
〈(

∂u′z
∂y

)2〉
t

≈ 1
2

[〈(
∂u′x
∂y

)2〉
t
+

〈(
∂u′y
∂x

)2〉
t

]
〈(

∂u′x
∂z

∂u′z
∂x

)〉
t
≈
〈(

∂u′y
∂z

∂u′z
∂y

)〉
t

≈ − 1
4

[〈(
∂u′x
∂x

)2〉
t
+

〈(
∂u′y
∂y

)2〉
t

]

=⇒ ⟨χ⟩t ≡ cη(γ̇0)⟨s
′2
ij ⟩t

≈ cη(γ̇0)

[
2
〈(

∂u′x
∂x

)2〉
t
+ 2
〈(

∂u′y
∂y

)2〉
t
+ 3
〈(

∂u′y
∂x

)2〉
t

+ 3
〈(

∂u′x
∂y

)2〉
t
+ 2
〈
∂u′y
∂x

∂u′x
∂y

〉
t

]
. (3.8)

This quantity, which quantifies the rate of added viscous dissipation due to unstable flow

fluctuations, can now be fully determined from our PIV measurements. Though our com-

putations use the full form shown in Eq. 3.8, we can analogously write this as ⟨χ⟩t ≈ η⟨s′ :

s′⟩t, as is typically done for the analogous term in inertial turbulence μ⟨s′ : s′⟩t†.

Crucially, we can directly measure the rate of added dissipation ⟨χ⟩t using flow visual-
†The turbulent kinetic energy dissipation is generally given the symbol ε, which we avoid here to prevent

overlap with the Hencky strain. We also avoid use of the term kinetic energy dissipation, since in our low Re
flows this term is more appropriately thought of as a dissipation of mechanical energy.
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ization in each pore; an example is shown in Fig. 3.10A. Consistent with our expectation,

the rate of local viscous dissipation sharply increases by nearly three orders of magnitude at

the onset of elastic turbulence, and continues to increase as WiI increases aboveWic (Fig.

3.10A, green/yellow regions), suggesting indeed that viscous dissipation associated with

shear fluctuations at the pore scale may explain the anomalous rise in macroscopic flow

resistance.

3.4.7 Apparent viscosity

Having computed the unstable dissipation rate, averaged across the medium ⟨χ⟩t,V, we use

this quantity to determine the overall apparent viscosity of the flowing polymer solution.

We substitute ⟨χ⟩t,V into Eqs. 3.4-3.5 to obtain our final result:

⟨ΔP⟩t
ΔL

≡
ηapp
k

Q
A

≈
η(γ̇I)(Q/A)

k︸ ︷︷ ︸
Darcy’s law

+
⟨χ⟩t,V
(Q/A)︸ ︷︷ ︸
Fluctuations

+


Strain

history

effects

 , (3.9)

or rearranging for apparent viscosity:

ηapp(γ̇I) = η(γ̇I) +
k⟨χ⟩t,V
(Q/A)2

+


Strain

history

effects

 . (3.10)

Eq. 3.10 thus provides a way to quantitatively link the pore-scale flow fluctuations aris-

ing in elastic turbulence and the anomalous increase in macroscopic flow resistance. In
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Figure 3.10: Anomalous increase in macroscopic flow resistance is determined by the added viscous dissipa-
on due to unstable flow fluctua ons. (A) The rate of added viscous dissipa on ⟨χ⟩t directly measured from

flow visualiza on for the example of Pore A sharply increases above the onset of elas c turbulence. (B) Av-
eraging the spa ally-averaged ⟨χ⟩t over all pores imaged yields the overall added viscous dissipa on, which
increases as a power law∼ (WiI/Wic − 1)2.6 above the macroscopic thresholdWic ≈ 2.6, as shown by
the green curve. (C) The measured power-law fit to ⟨χ⟩t,V enables predic on of the macroscopic apparent
viscosity ηapp via the power balance Eq. 3.10, as shown by the green curve and detailed in the SI; the uncer-

tainty associated with the fit to ⟨χ⟩t,V (shaded region in (B)) yields an uncertainty in this predic on, as shown
by the shaded region. Points indicate the independent measurements of ηapp from the macroscopic pressure
drop.
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particular, as a first step toward this goal, we will neglect the third term in what follows and

examine the influence of the first two terms. Importantly, all the components of these first

two terms are controlled or can be directly determined in our experiments. In particular,

we directly compute ⟨χ⟩t,V by averaging ⟨χ⟩t over the imaged area of each pore, and then

averaging over all the imaged pores. As anticipated, the overall rate of added dissipation

increases as a greater fraction of pores becomes unstable (Fig. 3.10B, symbols), consistent

with a power-law scaling ⟨χ⟩t,V = Ax(Wi/Wic − 1)αx . We fit Ax = 279 ± 1 W/m3 and

αx = 2.6± 0.4, as shown by the green curve in Fig. 3.10 (shaded regions show error in fit).

Incorporating this empirical relationship for ⟨χ⟩t,V in our simplified form of Eq. 3.10

then yields a final prediction for the dependence of the apparent viscosity ηapp on the im-

posedWiI (Fig. 3.10C, green curve) that is derived directly from our pore-scale imaging

of the unstable flow fluctuations. Remarkably, this prediction shows excellent agreement

with the macroscopic pressure drop measurements (Fig. 3.10C, symbols) without employ-

ing any fitting parameters. This agreement confirms that the anomalous increase in the

macroscopic flow resistance is primarily due to the added dissipation arising from the flow

fluctuations generated by pore-scale elastic turbulence.

A simple picture for the sigmoidal variation of ηapp with flow rate, observed in our exper-

iments (Fig. 3.1B) as well as in numerous previous studies,12,44,123,149–151 thereby emerges.

At low flow rates, corresponding toWiI < Wic,min, all of the pores in the medium are

laminar and steady over time; thus, ηapp = η(γ̇I). As flow rate is increased, WiI eventually

exceeds Wic,min ≈ 2.6 in our experiments, causing an increasing fraction of pores to be-

come unstable. The added viscous dissipation due to the flow fluctuations in these pores

then causes ηapp to increasingly exceed η(γ̇I) (Fig. 3.10C, 8
th–12th points). Eventually, as
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WiI exceeds Wic,max ≈ 4.4 in our experiments, all of the pores are unstable. Further in-

creases in WiI do not appreciably generate additional flow fluctuations, and ηapp saturates

(Fig. 3.10C, last point). The steepness of the increase of ηapp with flow rate therefore re-

flects the distribution of the different Wic; while these values depend on the complex 3D

geometry of each pore and are challenging to predict a priori,76 reducing the polydispersity

of the medium likely sharpens the distribution of Wic and thus steepens the increase in ηapp,

consistent with the results of studies in 2D obstacle arrays.108 As the flow rate is increased

further, we expect that ηapp eventually converges back to η(γ̇I), reflecting the increased rel-

ative influence of viscous dissipation from the base laminar flow—although strain history

effects, inertia, and chain scission will likely also play a role in this regime, imparting new

complexities to the flow.

3.4.8 Origin of the peak in ηapp (WiI)

The power balance quantified by Eq. 3.9 yields a peak in ηapp (WiI), in good agreement

with the experimental measurements, as shown in Fig. 3.10C. As described below, this peak

reflects the WiI-dependence of the dissipation rate of chaotic flow fluctuations ⟨χ⟩t,V ∼

(WiI/Wic − 1)αx . In particular, to have a peak in ηapp (WiI) at WiI = Wip > Wic,

0 =
d

d(WiI)

(
⟨χ⟩t,V
(Q/A)2

)
Wip

0 =
d

d(WiI)

(
(WiI −Wic)αx

Wi2/(αn−αs)
I

)
Wip

=⇒ Wip =
2Wic

2− αx(αn − αs)
. (3.11)
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where in the second line we have applied the definition of the Weissenberg number and the

measured rheological relationships shown in Fig. A.2, which yieldQ ∼ γ̇I ∼ Wi1/(αn−αs)
I .

Thus, we expect that the measured apparent viscosity will anomalously increase beyond the

Darcian baseline for Wi > Wic and will peak whenWi = Wip as given above. Fitting our

experimental data yields Wic = 2.6, αx = 2.6, αn = 1.23, αs = 0.934, yielding a predicted

peak at WiI = Wip = 4.4, in excellent agreement with our measuredWic,max = 4.4. For

even larger WiI > Wip, the dissipation rate due to chaotic flow fluctuations ⟨χ⟩t,V does not

increase withWiI as quickly as (Q/A)2, and our analysis suggests that ηapp decays back to η

— indicating that the viscous dissipation associated with the base laminar flow increasingly

dominates, although strain history effects, inertia, and chain scission will likely also play a

role in this regime. Investigating these highWiI effects, and more generally investigating

the underpinnings of the dependence of ⟨χ⟩t,V onWiI, will be a useful direction for future

research.

3.4.9 Upper bound estimate for the contribution from strain history effects

Motivated by our observation that most of the unstable flow fluctuations are slow (on time

scales longer than λ), we develop an upper bound estimate of the last term in Eq. 3.9:

ηapp(γ̇I) = η(γ̇I) +
k⟨χ⟩t,V
(Q/A)2

+
k⟨ξ⟩t,V
(Q/A)2

, (3.12)

where the last term ξ is defined analogously to reflect strain history effects. In general, this

is history dependent, but we expect that it will be bounded by the steady state extensional

viscosity expected for the polymer solution. In particular, the additional polymer contri-
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bution to extensional viscosity ηe,p can provide at most a viscous dissipation of ηe,pε̇
2, and

hence:

k⟨ξ⟩t,V
(Q/A)2

<
k⟨ηe,pε̇

2⟩t,V
(Q/A)2

, (3.13)

where as a strict upper bound, we take Tr −→ 1000 or ηe,p ∼ 103η0.
171 Following pre-

vious work,12,35 we estimate the characteristic extensional rate as ε̇ ≈ Q/(φVA)/Dp ∼ 0.1

to 0.6 s−1 in our experiments, whereDp is the mean bead diameter. Given that our mea-

surements of Hencky strain indicate negligible extension in the pore bodies, we approx-

imate the fraction of the total volume over which the maximal extension takes place as

d3t / (d3t + d3b), where dt = 0.16Dp and db = 0.24Dp are the pore throat and body di-

ameters for a bead packing, respectively. Thus, we estimate:

⟨ηe,pε̇
2⟩t,V ∼

(
103η0

) [
Q/(φVA)/Dp

]2 [d3t / (d3t + d3b
)]

(3.14)

∼ 0.6 to 20W/m3.

The entire term of Eq. 3.13 is then∼ 0.6 at all testedWiI. Adding this term as an upper

bound to the model of Eq. 3.9 gives the green region in Figure 3.11. The actual additional

contribution of polymer-induced extensional viscous dissipation should fall somewhere in

this region, since Hencky strains are unlikely to actually reach this infinite extension limit.

This neglected contribution of polymer extensional viscosity in the pore throats can thus

likely account for the∼ 10% discrepancy between our model in 3.9 and the peak in the

apparent viscosity. Quantifying the exact role of this term requires modeling the full strain
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Figure 3.11: Upper bound es mate of excess extensional viscous dissipa on. Reproduc on of Fig. 3.10C, with added
region to indicate upper bound expecta on for the role of excess extensional viscous dissipa on due to polymer elonga-
on, as detailed in sec on 3.4.9.

history of polymers in the unstable flow field, and will be an important direction for future

work.

B

3.5 Conclusions

Though well documented,12,44,123,149–151 the anomalous flow resistance exhibited by poly-

mer solutions in porous media has evaded explanation for over half a century. Many have

speculated that this phenomenon is due to the onset of elastic turbulence, given that elastic

instabilities have been reported to generate increased flow resistance in a range of simpli-

fied geometries.44,80,111,152–155 However, a quantitative link between the associated flow

fluctuations in a porous medium—if they exist—and the macroscopic flow resistance has

remained elusive. Indeed, whether elastic turbulence even arises in disordered 3D porous

media has been recently called into question.15 Our experiments help to resolve this un-

certainty by providing the first visualization of elastic turbulence in disordered 3D porous
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media. Furthermore, by quantitatively linking the pore-scale features of elastic turbulence

to macroscopic transport, our work establishes that the energy dissipated by unstable pore-

scale fluctuations generates the anomalous increase in flow resistance. More broadly, our

findings that the pore-scale transition to elastic turbulence is a continuous non-equilibrium

phase transition akin to the intermittent transition to inertial turbulence, and that the re-

sulting dissipation similarly controls macroscopic transport behavior, highlight the connec-

tions between these distinct forms of turbulence.

For simplicity, our analysis does not consider the full polymer strain history in 3D. In-

stead, motivated by the observations that the flow is quasi-steady and does not appreciably

accumulate strain over a polymer relaxation time, we use a generalized Newtonian fluid

model that successfully captures≈ 90% of the measured peak in the flow resistance, as well

as the overall sigmoidal shape of ηapp(γ̇I). This close agreement suggests that while local

polymer extension generates unstable flow fluctuations, the resulting viscous dissipation

of the fluid itself is the primary contributor to the overall flow resistance—not the poly-

mer extensional viscosity, as is often thought to be the case.34–38 Similar behavior has been

considered in analyses of elasto-inertial turbulence, where polymer stretching is thought to

be highly transient and localized.174 However, we do observe slight discrepancies between

our model prediction and the pressure drop measurements, particularly at the largest flow

rates tested (last two points in Fig. 3.10C); we anticipate that strain history effects play a

non-negligible role in this regime, as suggested by a calculation of the added contribution

due to the steady state extensional viscosity (Fig. 3.11). Incorporating these effects into our

analysis will be an important next step.

We expect our results to particularly impact geological applications involving polymer
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solution flows in porous media, given that polymers with relaxation times λ as long as∼ 10

s44 are regularly used to aid the removal of trapped non-aqueous liquids from subsurface

formations during groundwater remediation32 and oil recovery21,123. Our results suggest

that elastic turbulence may arise in these settings: we find that the transition to unstable

flow occurs for Wi ≳ Wic ≈ λγ̇I ∼ 1, corresponding to interstitial shear rates γ̇I and

flow speedsQ/A exceeding∼ 0.1 s−1 and∼ 0.1 µm s−1, respectively1—well within the

range encountered in the field. Thus, by deepening fundamental understanding of how

macroscopic transport behavior depends on imposed flow conditions and solution proper-

ties, our analysis yields guidelines for predicting and controlling polymer solution flows in

such settings. Moreover, because such flows also play key roles in determining separation

performance in filtration147 and chromatography,148 improving heat and mass transfer in

microfluidic devices,152,175,176 and enabling extrusion-based manufacturing,177 we expect

these results to inform a broader range of applications.
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3.6 SupplementaryMovie Captions

The movies corresponding to data in this chapter can be found with the online version

of Browne and Datta, 2021 (DOI: 10.1126/sciadv.abj2619)3, and are duplicated in the

repository at https://github.com/cabrowne/dissertation-movies.

Movie 3.1: Velocity field of example pore (pore B) just below onset of instability (γ̇I =

2.6 s−1; WiI = 2.6). Applied flow is left to right. Each frame is 4 min apart (720x speed).

Arrows indicate the vector field, and colors indicate velocity magnitude as measured by

particle image velocimetry (PIV). Velocities do not change appreciably over time above the

error of PIV.

Movie 3.2: Velocity field of example pore (pore B) above onset of instability (γ̇I = 7.3 s−1;

WiI = 3.6). Applied flow is left to right. Each frame is 4 min apart (720x speed). Arrows

indicate the vector field, and colors indicate velocity magnitude as measured by particle

image velocimetry (PIV). Velocities exhibit strong spatio-temporal fluctuations, consistent

with the onset of an elastic instability.

Movie 3.3: Fluctuating velocity field of example pore (pore B) near cusp of instability

(γ̇I = 4.8 s−1; WiI = 3.2). Applied flow is left to right. Each frame is 4 min apart (720x

speed). Colors indicate fluctuating velocity magnitude as measured by particle image ve-

locimetry (PIV). Right shows kymograph of fluctuating velocity field for an example col-

umn of pixels (marked by red lines). Puffs of fluctuations decay in time.

Movie 3.4: Fluctuating velocity field of example pore (pore B) well above onset of insta-

bility (γ̇I = 9.7 s−1; WiI = 3.9). Applied flow is left to right. Each frame is 4 min apart

(720x speed). Colors indicate fluctuating velocity magnitude as measured by particle im-
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age velocimetry (PIV). Right shows kymograph of fluctuating velocity field for an example

column of pixels (marked by red lines). Fluctuations are sustained in time.

Movie 3.5: Fluctuating velocity field of example pore (pore B) well above onset of instabil-

ity (γ̇I = 9.7 s−1; WiI = 3.9) shown at high time resolution. Applied flow is left to right.

Each PIV frame averaged over over 1/6 s. Video shown at 5x speed. Colors indicate fluc-

tuating velocity magnitude as measured by particle image velocimetry (PIV). Right shows

kymograph of fluctuating velocity field for an example column of pixels (marked by red

lines). Fluctuations are sustained in time.
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They turned to the port together and saw the green world

rising to meet their ship. “I wonder what it thinks of us?”

Ray Bradbury, Here there by Tygers

4
Harnessing resistance

Many key environmental, industrial, and energy processes—such as remediation of con-

taminated groundwater aquifers,32,122 recovery of oil from subsurface reservoirs,21,123 and

extraction of heat from geothermal reservoirs124—rely on the injection of a fluid into a sub-

surface porous medium. Such media are formed by sedimentary processes, often leading to

vertically-layered strata of distinct pore sizes oriented along the direction of macroscopic
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flow.178,179 The permeability differences between these strata cause uneven fluid parti-

tioning across them, with preferential flow through higher permeability regions and “by-

passing” of lower permeability regions.124,180 This flow heterogeneity reduces the efficacy

of contaminant remediation, oil recovery, and heat extraction from bypassed regions—

necessitating the development of new ways to spatially homogenize the flow.

Low-molecular weight polymer additives have a long history of use in such applications

to increase the injected fluid viscosity and thereby suppress instabilities, like viscous fin-

gering, at immiscible (e.g., water-oil) interfaces.21,32,123 However, this process of confor-

mance control still suffers from the issue of uneven partioning of flow across different

strata. Quantitatively, the superficial velocity in a given stratum i is given by Darcy’s law,

representing each stratum as a homogeneous medium with uniformly-disordered pores of

a single mean size: Ui ≡ Qi/Ai = (ΔP/L)ki/ηapp, whereQi is the volumetric flow rate

through the stratum, ΔP is the pressure drop across a length L of the parallel strata, Ai and

ki are the cross-sectional area and permeability of the stratum, respectively, and ηapp is the

“apparent viscosity” of the polymer solution quantifying the macroscopic resistance to flow

through the tortuous pore space. For low-molecular weight polymer additives, ηapp is given

by the dynamic shear viscosity η of the solution, and is typically not strongly dependent on

flow rate. Therefore, differences in ki result in differences inUi between strata—leading to

uneven partitioning of the flow across the entire stratified medium.

This chapter has been adapted from unpublished work by Christopher A. Browne, Richard B. Huang,
Callie W. Zheng, and Sujit S. Datta. Author Contributions: C.A.B. performed all experiments; C.A.B. and
R.B.H. developed the 2-layer parallel resistor model; C.A.B. and C.W.Z. developed the n-layer parallel resistor
model; C.A.B. and S.S.D. designed the experiments, analyzed the data, discussed the results, and wrote the
manuscript. S.S.D. designed and supervised the overall project.
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Conversely, the apparent viscosity of a high-molecular weight polymer solution can de-

pend on flow rate. For many such solutions, ηapp strongly increases above a threshold flow

rate in a homogeneous porous medium, even though η of the bulk solution decreases with

increasing shear rate.12,34–38,44,123,149–151,181 Our direct visualization of the flow in a homo-

geneous medium (chapter 33) established that this anomalous increase reflects the onset of

a purely-elastic flow instability arising from the buildup of polymer elastic stresses during

transport.1,2,15,44,54,76–78,90,105,111,120,152–158 In particular, this instability leads to “elastic tur-

bulence”, in which the flow exhibits chaotic fluctuations reminiscent of inertial turbulence,

despite the vanishingly small Reynolds numbers Re14,80,154—contributing added viscous

dissipation that can generate this anomalous increase in ηapp.
3 In a stratified medium, this

flow rate-dependence of ηapp,i in each stratummay provide an avenue to break the pro-

portionality between ki andUi, potentially mitigating the uneven partitioning of the flow

across strata. However, this possibility remains unexplored; indeed, it is still unknown how

the onset of elastic turbulence and associated increase in ηapp,i arise in each stratum.

In this chapter,we demonstrate that elastic turbulence can indeed help homogenize

flow in stratified porous media. Using pore-scale confocal microscopy and macro-scale

imaging of passive scalar transport, we visualize the flow in a model porous medium with

two distinct strata, imposing a constant flow rateQ through the entire medium. For lowQ,

the flow in both strata is laminar, leading to the typical uneven partitioning of flow across

the strata. Strikingly, forQ above a threshold valueQ1, elastic turbulence arises solely in

the higher permeability stratum and fluid is redirected to the lower permeability stratum,

helping to homogenize the flow. Above an even larger thresholdQ2, elastic turbulence also

arises in this lower permeability stratum, suppressing this flow redirection—leading to a
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window of flow rates at which this homogenization is optimized. Guided by these findings,

we develop a parallel-resistor model that treats each stratum i as a homogeneous medium

with specified Ai, ki, and therefore, ηapp,i, all coupled at the inlet and outlet. This model

quantitatively captures the overall pressure drop across the stratified medium as well as

the observed flow redirection with varyingQ. It also reveals the underlying cause of this

redirection. In particular, aboveQ1, preferential flow causes elastic turbulence to arise

solely in the higher permeability stratum. The corresponding increase in the resistance to

flow, as quantified by ηapp,i, redirects flow towards the lower permeability stratum. Above

Q2, the onset of elastic turbulence and corresponding increase in ηapp,i in the lower per-

meability stratum redirects flow back towards the higher permeability stratum—yielding

the experimentally-observed optimum in flow homogenization. Finally, we generalize this

model, establishing the operating conditions at which this homogenization is optimized

for porous media with arbitrarily many strata. Thus, our work provides a new approach to

homogenize fluid and passive scalar transport in heterogeneous porous media. Since many

naturally-occurring media are stratified, we anticipate these findings to be broadly useful in

environmental, industrial, and energy processes.

B

4.1 Materials andMethods

To investigate the spatial distribution of flow in a stratified porous medium, we use imaging

at two different length scales (Figure 4.1 A): macro-scale (∼ 100′s pores) and pore-scale

(∼ 1 pore).
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To characterize the macro-scale partitioning of flow, we fabricate an unconsolidated

stratified porous medium in a Hele-Shaw assembly (§A.3). We 3-D print an open-faced

rectangular cell, filled with spherical borosilicate glass beads of distinct diameters arranged

in parallel strata of equal cross-sectional areas AC ≈ AF ≈ A/2. We tamp down the beads

for 30 min to form a dense random packing with a porosity φV ∼ 0.4182 and screw the

whole assembly shut with an overlying acrylic sheet cut to size, sandwiching a thin sheet

of polydimethylsiloxane to provide a watertight seal. We impose a constant flow rateQ to

introduce the test fluid—either the polymer solution or the polymer-free solvent, which

acts as a Newtonian control. We measure the fully-developed pressure drop ΔP across the

medium and determine the permeability via Darcy’s law using experiments with pure glyc-

erol, yielding k = 270 µm2, and an estimated permeability ratio between the strata of

k̃ ≡ kC/kF ≈ 26 (§A.3). We then visualize the macro-scale scalar transport by the fluid

by introducing a step change in the concentration of a dilute dye and record the infiltration

of the dye front using a DSLR camera (§A.3.1). To track the progression of the dye as it is

advected by the flow, we determine the “breakthrough” curve halfway along the length of

the medium (x = L/2) by measuring the dye intensity C averaged across the entire medium

cross-section, normalized by the difference in intensities of the final dye-saturated and ini-

tial dye-free medium, Cf and C0, respectively: C̃ ≡
(
⟨C⟩y − ⟨C0⟩y

)
/
(
⟨Cf⟩y − ⟨C0⟩y

)
.

Repeating this procedure for individual strata (subscript i) and tracking the variation of the

stream-wise position Xi at which C̃i = 0.5 with time provides a measure for the superficial

velocityUi = dXi/dt in each stratum.

To gain insight into the pore-scale physics, we use experiments in consolidated microflu-

idic assemblies (§A.4). We pack spherical borosilicate glass beads in square quartz capil-
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laries, densify them by tapping, and lightly sinter the beads—resulting in a dense random

packing with φV ≈ 0.41.183 We fabricate three different media: a homogeneous coarse

medium (glass bead diameter dp = 300 to 355 µm), a homogeneous fine medium (dp =

125 to 155 µm), and a stratified medium with parallel coarse and fine strata, each composed

of the same beads used to make the homogeneous media, again with equal cross-section

areas, Ã ≈ 1.6,184 We again measure the fully-developed pressure drop ΔP across each

medium, and determine the permeability via Darcy’s law using experiments with pure wa-

ter, yielding kC = 79 and kF = 8.6 µm2 for the homogeneous coarse and fine media,

respectively, and k = 32 µm2 for the entire stratified medium—in reasonable agreement

with our previous measurements of similar media183 and with the prediction of the estab-

lished Kozeny-Carman relation185 (§A.4). The permeability ratio between the two strata

is then k̃ ≡ kC/kF ≈ 9. For both assemblies, we define a characteristic shear rate of the

entire medium γ̇I ≡ Q/
(
A
√

φVk
)
as the ratio between the characteristic pore flow speed

Q/(φVA) and length scale
√

k/φV,
137,160 which range from γ̇I ≈ 0.2 to 26 s−1 in all our

experiments.

The polymer solution is a Boger fluid comprised of dilute (c = 300 ppm ≈ 0.5c∗) of

high molecular weight (18 MDa) partially hydrolyzed polyacrylamide (HPAM) dissolved

in a viscous aqueous solvent (Formulation B A.1). To visualize the flow, we additionally

seed our polymer solution with a dilute suspension of fluorescent tracer particles and in-

ject the solution through the sintered 3Dmedia at constant flow rateQ usingHarvard

Apparatus syringe pumps (§A.4.1). We monitor the flow after equilibration (> 1 hour)

using aNikonA1R+ laser scanning confocal fluorescence microscope at various zooms

(§A.4.2). We represent the movies thus obtained by intensity-averaging images over a time
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scale≈ 2.5 µm/ (Q/A), producing particle pathlines that well-approximate the instanta-

neous flow streamlines since the Péclet number remains above Pe > 105 ≫ 1.

B

4.2 Polymer solutions homogenize flow above thresholdWeissenberg num-

ber

To image the macroscopically-uneven partitioning of flow between strata, we use our Hele-

Shawmodel stratified porous medium. First, we impose a low flow rate corresponding to

WiI = 1.4. We observe preferential flow through the coarse stratum, as indicated by the

fast infiltration of dye through the coarse layer and slow infiltration of dye through the fine

stratum (Figure 4.1B, movie 4.1). We monitor the dye concentration C̃ over time t at the

midpoint x = L/2 of the porous medium (with a pore volume for half way through the

medium tPV,1/2 = A(L/2)/Q). The distinct infiltration of dye through each stratum pro-

duces two disperse steps in the dye breakthrough to this point: the first jump from C̃ = 0

to 0.4 at t/tPV ≈ 0.1 to 0.3 corresponds to the relatively compact dye front moving through

the coarsest layer, and the second gradual jump from C̃ = 0.4 to 0.6 at t/tPV ≈ 0.3 to

2 corresponds to the more diffuse dye front moving through the fine layer, which contin-

ues after the conclusion of the video (dark green line in Figure 4.1C). We then quantify the

uneven partitioning of flow using the superficial velocity in each stratum, which we mea-

sure by tracking the position of the center of the disperse dye front (C̃ = 0.5, averaged

over the height of each stratum) over time, giving a superficial velocity ofUC = 130 µm/s

in the coarse stratum and a 13x slowerUF = 10 µm/s in the fine stratum, giving a fairly
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Figure 4.1: Flow homogeniza on between strata coincides with onset of elas c turbulence in only the coarse stratum.
AModel stra fied porous media with two strata of dis nct glass bead sizes allows simultaneous pressure drop mea-
surements and imaging at the macroscale or pore-scale. B Passive scalar transport visualized with a step change in dye
through Hele-Shaw model stra fied porous medium. Images at t/tPV = 0.5 show farther progress of the dye from
through the the coarse (bo om) than the fine (top) stratum. C Dye concentra on C̃ at midpoint of medium x = L/2
shows fastest infiltra on of the fine stratum for the intermediateWiI = 2.7. D Streamline images of representa ve
pores in microfluidic model stra fied porous medium show that this homogenized par oning of flow coincides with de-
velopment of elas c turbulence only in the coarse stratum. Red overlay shows standard devia on in pixel intensity over
course of video to indicate regions of large flow varia on. The lessened homogeniza on effect at higherWiI = 3.3
coincides with the onset of elas c turbulence in both strata. E Frac on of 10 observed pores in each stratum with un-
stable flow, defined using clear streamline crossing over 5 minute videos (Movies 3.4 and 3.5).

heterogeneous flow partitioning ofUF/UC = 0.075 (Figure 4.3C). We observe similar be-

havior with a Newtonian control, using the same solvent without the addition of polymers,

producing a similar relative flow difference ofUF/UC = 0.063 even at a higher applied

absolute flow rate ofQ = 35 mL/hr (Movie 4.2). Hence, at lowWiI, polymer solutions re-

capitulate the uneven partitioning of flow across strata characteristic of Newtonian fluids.

To investigate how increased elasticity alters this flow partitioning by injecting our poly-

mer solution at a higher WiI = 2.7 (matchingQ = 35 mL/hr with the Newtonian solvent
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control). Surprisingly, the uneven partitioning of flow is markedly reduced: the dye front

infiltrates the fine stratum 2x faster (compared to the Newtonian baseline), nearly keeping

pace with the infiltration of the coarse stratum. (Figure 4.1B, movie 4.3). We similarly see

the distinct waves in the dye concentration C̃merge into one continuous increase. The su-

perficial velocity in each stratum further indicates that this faster flow through the fine stra-

tumUF = 70 µm/s (2x faster than the Newtonian baseline) is accompanied by slower flow

through the coarse stratumUC = 540 µm/s (1.1x slower than the Newtonian baseline),

producing a 2.4x homogenizing improvement in the flow partitioning ŨF/ŨC = 0.14. Fur-

ther increasing the flow rate WiI = 3.3 (Q = 45 mL/hr) produces a less pronounced flow

homogenization (Figure 4.1B, movie 4.4), delaying infiltration of the finest stratum (Figure

4.1C) and reducing the homogenization in flow partitioning (ŨF/ŨC = 0.11), suggesting

that an intermediate WiI can provide optimal flow homogenization.

To gain insight into the physical origin of this flow homogenization, we use our mi-

crofluidic model stratified porous medium to directly image the flow at the pore-scale. We

image 10 pores in each of the strata continuously for 5 min using confocal microscopy to

produce streamline videos. At the moderate WiI = 2.7—coinciding with flow homogenization—

all pores in the fine stratum exhibit stable, steady flow: characterized by streamlines that do

not change over the coarse of the video (Movie 4.5; representative pore shown in figure

4.1D). Surprisingly, however, 20% of the observed pores in the coarse layer exhibit un-

stable flow at the same macroscopically appliedWiI, characterized by streamline motion

and crossing over the coarse of the video (Figure 4.1E). We further highlight regions of

unstable flow with a red overlay of the standard deviation of intensity projection on the

streamline images. At the higher WiI = 3.3—coinciding with reduced performance in flow
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homogenization—pores in both strata exhibit unstable flow, shown by streamline crossing

in the videos (Movie 4.6) and regions of red in the deviation overlay on streamline images

(Figure 4.1D). Of the observed pores, 60% in the fine stratum and 100% in the coarse stra-

tum are unstable (Figure 4.1E). We recently demonstrated this flow instability leads to elas-

tic turbulence, and the viscous dissipation associated with shear fluctuations produces an

increase in ηapp,
3 suggesting that differences in flow resistance between strata may underpin

this flow homogenization.

How do differences in this pore-scale flow instability relate to macroscopic differences

in superficial velocity between strata? To quantitatively understand this link between pore-

scale flow instabilities and macroscopic flow redirection, we develop a simplified parallel

resistor model, which treats the stratified medium as two independent homogeneous media

coupled at the inlet and outlet but without cross flow. For the developed flow, the time

averaged pressure drop ⟨ΔP⟩t must be equal across both strata, so the imposed constant

flowQmust partition into the coarseQC and fineQF strata according to their resistance to

flow:

⟨ΔP⟩t/ΔL = ηapp,CQC/ (ACkC) = ηapp,FQF/ (AFkF) . (4.1)

Recent measurements demonstrate that the onset of elastic turbulence in individual

pores of a homogeneous medium produces excess viscous dissipation associated with shear

fluctuations, leading to an increase in the macroscopic apparent viscosity ηapp that grows as

more pores become unstable.3 In a stratified medium, it is unclear how this increase ηapp,i

depends on the permeability of each stratum, so we first measure this dependence in homo-

geneous porous media of different grain sizes.
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4.3 Apparent viscosity does not depend on grain size of porous medium

We inject our polymer solution into the two microfluidic model homogeneous porous me-

dia, each with a permeability matching the coarse or fine strata of the microfluidic strati-

fied porous medium. We measure the time-averaged pressure drop ⟨ΔP⟩t, reported as the

apparent viscosity ηapp ≡ k (⟨ΔP⟩t/ΔL) / (Q/A) (Fig.4.2A). At lowWiI, the apparent

viscosity equals the polymer shear viscosity ηapp = η
(
γ̇I
)
, in agreement with Darcy’s

law. Above a thresholdWic, the apparent viscosity rises sharply, paralleling previous re-

ports.12,44,123,149–151 Though frequently attributed to extensional viscosity effects,34–38 our

recent work demonstrated that this resistance is instead dominated by the onset of elastic

turbulence, which adds viscous dissipation via chaotic fluctuations in the strain rate field.3

Intriguingly, both the coarse (dark blue points) and fine media (light blue points) deviate at

the sameWic and produce the same ηapp over the testedWiI range. To understand the sim-

ilarity in excess resistance between media of different permeability, we directly image the

pore-scale flow with confocal microscopy.

We monitor the flow in 10 pores in the fine medium for five minutes each after allow-

ing the flow to equilibrate for one hour. As observed in the coarse medium,3 at lowWeis-

senberg numbers WiI < 2.6 the flow in the fine medium is stable and laminar in all

pores (Movie 4.7). At higher Weissenberg numbers WiI > 2.6 the flow in some pores

begins to fluctuate, as indicated by the crossing and dynamic evolution of the streamlines

(Movie 4.8). Though each pore again has a different onset conditionWic, both the mag-

nitude of fluctuations and number of unstable pores increases withWiI. To directly com-

pute the excess viscous dissipation associated with this fluctuating flow field, we measure
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Figure 4.2: Elas c turbulence produces similar rise in apparent viscosity for porous media of different permeabili es
and heterogenei es. A Pressure drop measurements show that the increase in apparent viscosity occurs above the
onset of elas c turbulence is well characterized byWiI for homogeneous porous media of different grain sizes and for
a heterogeneous porous medium with two strata, matching expecta ons for an effec ve homogeneous medium. Blue
line is theory given by measured ⟨χ⟩t,V in both homogeneous media. BMedium-averaged viscous dissipa on associated
with flow fluctua ons ⟨χ⟩t,V shows a general func onal dependence onWiI for homogeneous media of different grain
sizes. Error bars represent one standard devia on between pores. Shaded region represents error in power law fit.

the instantaneous 2D fluid velocities u via particle image velocimetry (PIV).186 Subtract-

ing off the mean flow in each pixel gives the fluctuating velocity field u′ = u − ⟨u⟩t,

from which we compute the fluctuating component of the fluctuating strain rate tensor

s′ = (∇u′ + ∇u′T)/2. The local viscous dissipation associated with the fluctuating

flow field is then given directly by ⟨χ⟩t = η⟨s′ : s′⟩t, which can be estimated from the

2D fields.172,173 Figure 4.1C shows the spatial map of this viscous dissipation in an example

pore in the coarse medium and the fine medium at different appliedWiI. The spatial struc-

ture, magnitude, and critical onset condition of this dissipation varies from pore to pore,

though it remains unclear how the disorder of the 3D pore space determines this “porous

individualism.” Averaging the dissipation across the 10 pores imaged continuously in the

fine medium provides an estimate for the macroscopic flow resistance due to this instability

that arises heterogeneously in each pore ⟨χ⟩t,V (Fig. 4.1D, green squares). We additionally
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compute this dissipation in the fine medium following the same long-duration intermittent

imaging procedure used in chapter 3 (2 s every 4 min over the course of 1 hour, §A.4.2),

which follows the same trend (Fig. 4.1D, green circles). The added viscous dissipation of

fluctuations begins to grow sharply aboveWic ≈ 2.6. Intriguingly, despite the difference in

confining pore length scale set by the grain size, the excess dissipation in the fine medium

matches the dissipation from the coarse medium (Fig. 4.1D purple points, reproduced

from fig. 3.10). The best fit power law ⟨χ⟩t,V = Ax(WiI/Wic − 1)αx , with Ax = 176 ± 1

and αx = 2.4± .3, is shown by the blue line, with the fit error indicated by the blue shaded

region. We hypothesize that this collapse is due to the source of the instability, which is

driven by localized microscopic polymer extension at length scales much smaller than the

pore size. The resulting dissipation at the pore scale ⟨χ⟩t depends only on the fluctuating

strain rate field s′, which has no characteristic length scale. Thus, while the grain size and

permeability of different media seem to influence the absolute onset conditions, these dif-

ferences seem to be captured naturally in WiI.

To relate this microscopic viscous dissipation to the macroscopic pressure drop and ap-

parent viscosity, we use our previously derived power balance model (Eq. 3.10 in §3.4):

⟨ΔP⟩t
ΔL

≡
ηapp(Q/A)

k
≈

η(γ̇I)(Q/A)
k︸ ︷︷ ︸

Darcy’s law

+
⟨χ⟩t,V
(Q/A)︸ ︷︷ ︸
Fluctuations

+


Strain

history

effects

 . (4.2)

Though in principle the full strain history of the advected polymer stresses contributes to

the macroscopic resistance, we neglect it for simplicity, motivated by measurements in the

coarse medium (§3.11). Plotting just the first two terms on the right hand side of equation

4.2 yields the grey line in Figure 1B (grey shaded region indicates error from fit of ⟨χ⟩t,V),
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agreeing quite well with the independent pressure drop measurements in both media. At

higher WiI the first two terms on the right hand side of equation 4.2 predict 80% of the

peak resistance, the difference likely due to the neglected strain history effects; incorpora-

tion of this term is an important direction for future work. Thus, the generation of elastic

turbulence—and the functional form of the resulting excess resistance withWeissenberg

number—does not seem to depend on the permeability of a porous medium. We thus use

this measured apparent viscosity ηapp,i as an input for to our parallel resistor model for each

stratum i of a heterogeneous porous medium.

4.4 Apparent viscosity in a porous mediumwith two strata

We numerically solve equations 4.2 and 4.1 along with mass conservation (Q = QF + QC)

to obtain the net pressure drop ⟨ΔP⟩t for an imposed total flow rateQ. The net apparent

viscosity for the entire stratified system can then be estimated for a range of stratified sys-

tems with different permeability ratios k̃, all with equal cross-sectional areas (Ã = 1) (Fig.

4.3A). We validate that our model depends on relative permeabilities k̃ and areas Ã, but not

absolute values (§A.6). We further denote the point where the coarse and fine strata hit the

critical Weissenberg number Wic = 2.6 with upward and downward triangular markers

respectively. Surprisingly, our model indicates that the apparent viscosity for a stratified

medium does not deviate strong from the homogeneous medium expectation (here given

identically by k̃ = 1). The smooth increase in apparent viscosity closely mirrors that of the

homogeneous medium, increasing permeability ratio provides only a modest shift to lower

WiI, converging for k̃ ≳ 100. In all cases the coarse layer becomes unstable first, producing

an uptick in the apparent viscosity at WiI < 2.6, and the fine layer reaches the instability
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only at higher WiI, matching our experimental observations of the pore scale instability in

the k̃ = 9 sintered stratified medium (Figure 4.1 D and E).

We can validate this model prediction for apparent viscosity using pressure drop mea-

surements in the k̃ = 9 sintered stratified medium. At lowWeissenberg numbers, the

apparent viscosity again equals the shear viscosity, in agreement with Darcy’s Law, but de-

viates sharply above a thresholdWeissenberg number of Wic ≈ 2.6, closely following the

measurements for the homogeneous porous media in agreement with our model predic-

tion (navy blue points in figure 4.2 A), with a slight shift to lower WiI and the anticipated

under-prediction of the peak due to our neglect of strain history effects. Thus, despite

the strong heterogeneity and uneven partitioning of the flow, the apparent viscosity mea-

sured from the pressure drop follows a similar trend to that of an effective homogeneous

medium, but agrees more quantitatively with the predictions of our parallel resistor model

(reproduced in part for model comparison in 4.3 A and B). We see similar behavior varying

the area ratio between the strata Ã = AC/AF (maintaining a constant k̃ = 9). As expected,

this matches the homogeneous mediummodel for Ã = 0 and converges as Ã → ∞ (Fig.

4.2B). For area ratios in the range Ã ≈ 0 to 0.1, the instability onsets first in the coarse layer

at progressively lower WiI, but again with only a minor contribution to elevated resistance

until the fine layer becomes unstable.

4.5 Flow redirection in a porous mediumwith two strata

Our validated parallel resistor model can then reveal how this onset of the instability in

the coarse layer at lower WiI redirects flow towards the fine layer. For a Newtonian fluid,

the partitioning of the flow between strata is set by Darcy’s law, and since the viscosity is a
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Figure 4.3: Parallel resistor model suggests that the instability redirects flow in a stra fied porous media to mi gate
excess resistance. A Parallel resistor model recapitulates modest shi to lowerWiI for high permeability ra os, con-
verging for k̃ ≳ 200. B Varying area ra o displays similar modest shi s to lowerWiI, with the strongest devia on
around Ã ≈ 0.1. C Parallel resistor model reveals that the apparent viscosity is insensi ve to stra fica on because flow
is redirected strongly to the low permeability layer to minimize excess resistance. D Adjus ng the area ra os alters the
posi on (WipeakI ) but not the magnitude (

(
ŨF/ŨC

)peak
) of the peak redirec on (insets).

103



constant this yields a constant (UF/UC)Newt = Ã−1k̃−1. For our shear thinning fluid, we

can modify this expectation with ηγ̇αs−1
I,i in each layer i, again giving a constant partition

of (UF/UC)lam = Ã−1/(1+αs)k̃−(1−αs/2)/(1+αs). For lowWiI, where our polymer solution’s

apparent viscosity is well characterized by the shear viscosity, the computed partitioning

of the flow ŨF/ŨC ≡ (UF/UC) / (UF/UC)lam matches the expected constant (Fig. 4.3C

and D). Once the coarse layer becomes unstable, however, the partitioning of flow increases

sharply, indicating that differential increases in the flow rate are being redirected to the fine

layer. This differential redirection occurs because the differential resistance in the coarse

layer now includes the excess resistance provided by elastic turbulence in the second term

on the right hand side of equation 4.2, while the fine layer has the same differential re-

sistance set by Darcy’s Law alone. The much higher excess resistance in the coarse layer

redirects the flow towards the fine layer, and hence contributes only minimally to adding

additional resistance. When the flow in the fine layer eventually becomes unstable, the redi-

rected flow speed peaks and declines as the flow in the fine layer now also experiences the el-

evated resistance. At very highWiI, this begins to redirect flow further into the coarse layer,

though it is unclear how far our model can be extrapolated past WiI > 5. We can track

the peak position (WipeakI ), which depends on both k̃ and Ã (Fig. 4.3D left inset), though

the height height of the peak (
(
ŨF/ŨC

)peak) does not change with Ã (Fig. 4.3D right inset).

Thus, though the excess resistance of polymer solutions in a stratified medium is generally

well approximated by a homogeneous mediummodel, the partitioning of flow speed be-

tween strata depends strongly on the stratification and the onset of elastic turbulence in

coarser strata. Experiments in the k̃ = 26 unconsolidated stratified porous medium quan-

titatively match the predicted peak in flow redirection (teal blue points in figure 4.3 C).
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Figure 4.4: Flow homogeniza on in n-layered stra fied media. A In an example 5-layer system (schema zed in inset),
flow is redirected to finer strata a er the coarsest layer becomes unstable. Flow redirects back away from each layer
when it becomes unstable. B Breakthrough curve in 5-layer medium for polymer solu on atWiI = 3.2 and Newtonian
fluid at same flow rate, indica ng that intermediateWiI can appreciably homogenize the flow. C Characteriza on of
homogeniza on using an effec ve longitudinal dispersion coefficient indicates a minimum dispersion (op mal homoge-
niza on) aroundWiI ≈ 3.2, shortly a er the finest layer reaches the onset of the instability.

Thus, our parallel resistor model reveals that at a range of intermediate WiI, elastic turbu-

lence arises only in the coarse stratum, producing an increase in apparent viscosity only in

the coarse stratum; this elevated resistance to flow redirects flow towards the fine stratum,

resulting in the observed homogenization of superficial velocities and hence transport of

passive scalars.

4.6 Parallel resistor model for a heterogeneous porous mediumwith n strata

To test if this homogenization extends more generally to multi-layered systems, we apply

our parallel resistor model to a porous medium with an arbitrary number of strata. We set

the pressure drop in all n strata equal (Eq. 4.1) and numerically solve these n − 1 equations

simultaneously with a mass balanceQ = ΣnQi.

For an example 5-layer medium with a lognormal permeability distribution (k = 79 µm2,

51 µm2, 36 µm2, 26 µm2),178 the proportion of the superficial velocity in each of the finer
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strata Ũi/Ũ (again normalized by the laminar expectation) increases as expected after the

coarsest layer becomes unstable (blue square, figure 4.4A), and peaks shortly after that layer

becomes unstable as well (blue circles). Because of this redirection, the flow in the entire

stratified medium can be partially homogenized at intermediate WiI. A theoretical break-

through curve is generated using the velocity in a layerUi, along with longitudinal disper-

sion in a homogeneous medium:187

C = 0.5
(
1− erf

((
1− t

tPV

)
/

(
2
√

Kl,i

UiL

√
t
tPV

)))
. (4.3)

The single layer longitudinal dispersion coefficient is given byKl,i = D(1/τ + 0.5Pe1.2) for

Peclet numbers Pe = Uidp,i/D < 605 andKl,i = D(1/τ + 1.8Pe) for Pe > 605.188 We

use typical values for tortuosity τ = 2, molecular diffusion coefficient for a small molecule

D = 10−6 cm2/s, and the grain size in each layer dp,i estimated from the permeability us-

ing the Kozeny-Carman relation.185 For a Newtonian fluid, (light green line, fig. 4.4B),

all strata are laminar, and the breakthrough is heterogeneous: coarser strata are infiltrated

quickly in less than a pore volume, but the vanishingly small flow speeds in the finer strata

take hundreds of pore volumes to infiltrate fully (t/tPV = 2.5 for 90% of breakthrough). A

polymer solution at the same flow rate (WiI = 3.2, where the finest layer has just reached

the onset of the instability) slightly slows infiltration of the coarsest two strata, while sig-

nificantly accelerating the infiltration of the finest three strata (t/tPV = 1.8 for 90% of

breakthrough, dark blue, fig. 4.4B). This∼ 1.4× improvement can be captured by an ef-

fective dispersion coefficientKl,eff by fitting the total breakthrough curve to a single error

function,180 which characterizes the width of the injection front, here dominated by mean

flow speed differences between strata. We compare the simulated effective dispersion for
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our polymer solution at different WiI to a Newtonian fluid at the same flow rateKl,Newt.

At lowWiI the polymer solution matches the dispersion of the Newtonian fluid, since all

strata are laminar (fig. 4.4C). Once the coarsest layer becomes unstable, the effective disper-

sion drops relative to the Newtonian fluid, indicating a more compact injection front due

to increased flow through finer strata (dark blue square, fig. 4.4C). The effective dispersion

continues decreasing until the finest layer becomes unstable aroundWiI ≈ 3, curbing the

redirection until the effective dispersion hits a minimum atWiI ≈ 3.2 and then increases,

eventually exceeding the Newtonian fluid, indicating that the excess resistance in the finest

strata makes the flow even more heterogeneous at these extremeWiI. Numerically solving

on a range of different media with differing numbers of strata and permeabilities yields

quantitatively different reductions inKl,eff, but generally produce a minimum in the range

WiI ≈ 2.5 to 4 for the selected polymer rheology. Understanding the origin of this fairly

insensitive minimum condition, and how the position and magnitude of the minimum is

shaped by polymer solution rheology, will be important next steps for designing polymer

solutions for particular reservoir flooding operations.

4.7 Conclusions

Our work provides the first characterization of elastic turbulence in stratified porous me-

dia. We demonstrate through pressure drop measurements and confocal microscopy that

elastic turbulence arises in homogenous media of different grain sizes at the sameWiI, and

producing a quantitatively similar excess flow resistance ⟨χ⟩t,V. For a stratified medium, the

uneven partitioning of flow causes the coarsest layer (highest permeability) to reach the crit-

ical onset Wic first. Surprisingly, however, this does not lead to an early increase in apparent
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viscosity: instead, flow is redirected towards finer strata (lower permeability) to minimize

the excess resistance associated with elastic turbulence in the coarsest layer. This redirection

of flow towards low permeability strata significantly alters the transport of passive scalars.

Dye infiltration experiments show how operating near the onset of elastic turbulence in the

finest layer can greatly homogenize the flow between strata, in agreement with theoretical

expectations.

While our experiments consider a single polymer solution, the generation of elastic tur-

bulence and the magnitude of excess flow resistance ⟨χ⟩t,V may vary with polymer con-

centration, molecular weight, and solvent composition. The relative role of strain history

effects, neglected here, may also begin to play an important role for different formulations

or in different regimes of WiI. Understanding how these differences in excess resistance

alter the partitioning of flow and resulting scalar transport in stratified media remains an

important direction for future work.

The reported homogenization of flow between strata in layered porous media may greatly

influence the transport of passive scalars through environmental porous media, where het-

erogeneous flow between strata can often limit injection processes.180 Examples include

oil recovery, pump-and-treat groundwater remediation, where this homogenization may

improve sweep efficiencies by providing faster infiltration of low permeability strata. Such

homogenization may also provide more uniform delivery of oxidants to contaminants for

in situ degradation in aquifers, or higher contact areas for heat transfer during geothermal

energy extraction. A deeper understanding of elastic turbulence in stratified media can thus

inform a range of energy and environmental applications.
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4.8 Movie captions

The movies corresponding to data in this chapter can be found in the repository at

https://github.com/cabrowne/dissertation-movies.

Movie 4.1: Scalar transport visualized with step change in dye. Polymer solution formula-

tion B injected atQ = 3 mL/hr. Video shown at 2500× real time. Field of view 3 cm tall.

Movie 4.2: Scalar transport visualized with step change in dye. Pure solvent of formulation

B (no polymer) injected atQ = 35 mL/hr. Video shown at 210× real time. Field of view 3

cm tall.

Movie 4.3: Scalar transport visualized with step change in dye. Polymer solution formula-

tion B injected atQ = 35 mL/hr. Video shown at 210× real time. Field of view 3 cm tall.

Movie 4.4: Scalar transport visualized with step change in dye. Polymer solution formula-

tion B injected atQ = 45 mL/hr. Video shown at 120× real time. Field of view 3 cm tall.

Movie 4.5: Streamlines of flow in stratified medium (k̃ ≈ 9 Ã ≈ 1) in 10 pores in coarse

layer (top, scale bar 100 µm) and 10 pores in fine layer (bottom, scale bar 50 µm) at WiI =

2.7, just below expected onset of instability in fine layer. Red line demarcates pores labeled

stable or unstable by clear crossing of streamlines over time. Videos shown at 25x real time.

Movie 4.6: Streamlines of flow in stratified medium (k̃ ≈ 9 Ã ≈ 1) in 10 pores in coarse
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layer (top, scale bar 100 µm) and 10 pores in fine layer (bottom, scale bar 50 µm) at WiI =

3.3, above the expected onset of instability in fine layer. Red line demarcates pores labeled

stable or unstable by clear crossing of streamlines over time. Videos shown at 25x real time.

Movie 4.7: Streamline of flow in an example pore in fine homogeneous medium (k =

8.6 µm2) at WiI = 2.4. The flow is stable in time, indicated by streamlines that do not

change over the course of the 5 min real time video. Video is shown at 33x real time. Field

of view is 157 µm.

Movie 4.8: Streamline of flow in an example pore in fine homogeneous medium (k =

8.6 µm2) at WiI = 3.6. The flow is stable in time, indicated by streamlines that do not

change over the course of the 5 min real time video. Video is shown at 6x real time. Field of

view is 157 µm.
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Nothing makes me so happy as to observe nature and to

paint what I see.

Le Douanier Henri Rousseau

5
Outlook and future directions

We have now seen how polymer solutions can produce elastic instabilities in 3D, disordered

porous media. In the successive expansions and contractions of a porous medium, reten-

tion of polymer memory produce a surprising bistability in the stationary pore-scale flow

state. In 3D disordered media, we demonstrate that elastic turbulence does arise, despite

previous suggestions that the inherent disorder may suppress the instability.15 However,
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this disorder produces a distribution of pore-scale onset conditions Wic, allowing unstable

and laminar pores coexist. By adapting approaches from the inertial turbulence literature,

we showed that the pore-scale viscous dissipation caused by chaotic fluctuations directly

leads to the anomalous increase in flow resistance, resolving an over-50-year-old puzzle.12

We then demonstrated that the onset of this instability and concomitant rise in flow resis-

tance is general across porous media of different grain sizes. Finally, we demonstrated how

understanding and modeling this flow resistance can be leveraged to control and direct the

flow in new ways. In particular, we demonstrated that elastic turbulence arises in individual

layers of a stratified porous medium, representative of many key environmental applica-

tions; our modeling efforts allow us to design flow conditions where excess resistance in

high permeability strata can redirect flow to lower permeability strata, homogenizing trans-

port of solutes or heat.

Overall, the results of this dissertation suggest the tantalizing possibility that many mod-

eling techniques developed for inertial turbulence can be stolen and adapted for elastic tur-

bulence. These modeling approaches may thus provide new avenues to achieve similar en-

hancements in momentum, mass, and heat transport in applications where turbulence is

inaccessible (Re ≪ 1), like flows in environmental porous media, packed bed reactors,

chromatography columns, and microfluidics. As a final note, I outline here the current

work I have been involved in to begin answering two remaining open questions. First, how

are these findings generalized to polymer solutions of different concentrations? Second,

how do these chaotic fluctuations translate to enhanced solute mixing?

B
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5.1 Generalization across polymer solution formulations

The polymer formulations used in this dissertation serve as excellent test fluids, with ele-

vated solvent viscosity to reduce shear-thinning and refractive-index matching to render

our model 3D porous media transparent for imaging. However, in many applications

these solvents or polymers may be incompatible—e.g. in groundwater aquifers, the solvent

should be pure freshwater. Thus, to provide more general models for to allow for design of

polymer solutions for specific engineering applications, we are currently working to gen-

eralize our models across a range of polymer solutions. Thus far, we have tested the role of

polymer concentration , suggesting that the concentration relative to overlap C/C∗ is one

key parameter that affects excess flow resistance.

We formulate 6 polymer solutions using the same solvent as our formulation B (§A.1),

but with varying concentrations of 18 MDaHPAM. Figure 5.1 shows the shear rheology

for 300, 400, 600, 1000, and 2000 ppm solutions. Two solutions prepared at 50 and 150

ppm did not exhibit a significant enough elastic stressN1 to warrant detailed testing. We

inject the polymer solutions into the same coarse medium used in chapter 3, cleaning the

medium between solutions using flushes of IPA and ultrapure milliQ water. We impose a

constant flow rate using Harvard Apparatus pumps (§A.4), and measure the pressure drop

across the medium after the pressure signal has fully equilibrated (typically≳ 1 hr). We

The work presented in this subsection is based on unpublished work by Christopher A. Browne,
Richard B. Huang, and Sujit S. Datta. Author Contributions: R.B.H. conducted all experiments on so-
lution generality. C.A.B, R.B.H., and S.S.D. designed the experiments, analyzed the data, and discussed the
results. S.S.D. designed and supervised the overall projects.
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then report the time averaged pressure drop as a relative apparent viscosity:

ηapp
η (γ̇)

=
k

η (γ̇)
A
Q
⟨ΔP⟩t
ΔL

. (5.1)

Vertical error bars represent the combined propagated error of the standard deviation of

ΔP in time and the error in our shear viscosity measurements. Horizontal error bars rep-

resent the combined propagated error of our first normal stress difference and shear stress

measurements.

Figure 5.2 shows that all solutions exhibit an increase in apparent viscosity from the

Darcy’s law expectation above a thresholdWic ≈ 2 to 3. For low concentrations c = 300

and 400 ppm, this rise in apparent viscosity seems to follow a similar rise, peaking around

≈ 6 to 7× the Darcy’s law expectation. However, for higher concentrations c = 600,

1000, and 2000 ppm, the growth is delayed, reaching the same≈ 6 to 7× rise only at much

higher WiI ≈ 4 to 7. Intriguingly, this deviation seems to begin at roughly the overlap con-

centration of our formulation B polymer solution c∗ ≈ 600, suggesting that this change in

resistance may be caused by the transition from a dilute to semi-dilute solution.

To further explore what causes this softening of the rise in excess resistance, we directly

image the flow of the 2000 ppm solution using confocal microscopy. AboveWiI ≈ 3, we

again see the onset of an elastic instability characterized by sustained streamline crossing.

In many pores, however, we see the surprising formation of dead zones, where the flow is

extremely slow moving and thus lacks strong fluctuations. Similar dead zones have been

observed in 2D pillar arrays when the polymer concentration is semi-dilute,109,111 further

suggesting a transition at C ∼ C∗. These dead zones are thought to arise because of shear-

banding, which is known to arise in semi-dilute polymer solutions.189–191 We hypothesize
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Figure 5.1: Shear stress and first normal stress difference for concentra on series of formula on B.

Figure 5.2: Apparent viscosity of various HPAM concentra ons in solvent formula on B. Low concentra ons seems
to follow same rise in apparent viscosity, while higher concentra ons C ≳ 600 ppm ≈ C∗ show a so ened rise in
apparent viscosity, only reaching the same magnitude at higherWiI.
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Figure 5.3: Streamline micrographs of dead zones formed by shear-banding. Formula on B with 2000 ppm HPAM at
WiI = 5.7 exhibits regions of low flow in many pores.

that these dead zones effectively reduce the volume of the pore space that is “actively” expe-

riencing chaotic fluctuations. The growth in excess resistance may then be estimated with

an effective prefactor α⟨χ⟩t,V∗/(Q/A)2, whereV∗ represents and average of χ over the active

volume, and α ≡ V∗/V gives the effective reduction in active pore space. Our ongoing

work is testing this hypothesis quantitatively using techniques developed in chapter 3.

Future work will further explore how the onset, spatiotemporal structure, and excess

flow resistance of elastic turbulence are altered in solutions of different solvent composi-

tion, salinity, and polymer chemistry, architecture, and molecular weight.

B
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5.2 Enhanced mixing in 3D porous media

Flow chemistry is critically important in diverse applications, ranging from the production

of pharmaceuticals,192–194 specialty chemicals,195–197 biofuels,198 and functional nano-

materials,199 to sustainability and waste treatment processes,32,200–213 separations,192–194

electrochemistry,214 and “green” chemistry.198,215–217 These applications typically involve

the flow of fluids containing reactants through confining spaces: e.g., smooth-walled mi-

crofluidic reactors195,218,219 or porous media, such as packed beds,195,200–203 chromatogra-

phy columns,192–194 and catalyst supports.196,197 Reactive flows in porous media also arise

in many biogeochemical and biomedical processes.32,204–213 In all these cases, the typical

confining length scales L ∼ 0.1 to 100 µm are much larger than the∼ nmmolecular scales

necessary to alter intrinsic chemical kinetics,220–222 and the reactants act as passive scalars

in the flow—the dynamics of chemical reactions are therefore controlled by the coupling

between fluid flow, reactant advection and diffusion, and intrinsic reaction kinetics.

Moreover, the underlying flows are typically laminar: the Newtonian fluids used have

dynamic shear viscosities η ∼ 1 to 100 mPa-s and density ρ ∼ 1 g/cm3, and move with

flow speedsU ∼ 0.01 to 100 µm/s, yielding low Reynolds numbers Re ≡ ρUL/η ∼ 10−7

to 10. As a result, reaction rates are diffusion-limited, which for typical small molecule dif-

fusivitiesD ∼ 10−7 to 10−5 cm2/s can give reaction completion times as large as several

days. Approaches to overcoming this limitation have been suggested for microfluidic re-

The work presented in this subsection is based on unpublished work by Christopher A. Browne, Reinier
van Buel, Holger Stark, and Sujit S. Datta. Author Contributions: C.A.B. conducted all experiments.
C.A.B, and S.S.D. designed the experiments, analyzed the data, and discussed the results. C.A.B., R.v.B., H.S.,
and S.S.D. developed the theory and wrote the text. S.S.D. designed and supervised the overall project.
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Figure 5.4: Schema c of ET-enhanced mixing in a porous reactor. For laminar flows, geometric disorder can provide
some mixing of the reactant-containing fluid at large scales (blue lines). We hypothesize that elas c turbulence (ET)
further generates chao c mixing at the sub-pore scale (red lines), thereby reducing mixing me τmix and increasing
dispersionD⊥ of the reactants, thereby speeding reac on kine cs and increasing yield.
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actors e.g., by performing reactions in “segmented flow” using droplets or in complex mi-

crofluidic geometries that drive small-scale fluid mixing.223–228 However, while successful

in some cases, these approaches often have limited applicability because they (i) require an

additional decantation step after reaction to remove the reactive droplet phase from the im-

miscible carrier phase; and (ii) require a carefully controlled flow geometry, and hence are

incompatible with many applications where the flow geometry cannot be controlled, e.g. in

packed-bed reactors,195,200–203 chromatography columns,192–194 catalyst supports,196,197 and

environmental porous media.32,204–214 Therefore, a new method of improving the speed

of chemical reactions in confined geometries would be of direct importance to a variety of

environmental, industrial, and medical applications.

As we have seen in the previous chapters, high molecular weight polymer additives can

give rise to fascinating flow instabilities.13,76,77,155,156,229 These chaotic flow fluctuations

cause nearby fluid elements to continually separate from each other as they are advected.

Thus, despite the negligible influence of inertial forces, the flow exhibits many similarities

to conventional inertial turbulence observed in Newtonian fluids at high Re≫ 1.

For unconfined flows at high Re ≫ 1, it is well-known that inertial turbulence can

strongly enhance fluid mixing and thereby speed up chemical reactions.230–232 In this case,

the chaotic flow field advects nearby fluid elements away from each other, with a separa-

tion that grows exponentially in time at a rate γ typically given by the largest finite-time

Lyapunov exponent (FTLE).233–236 Often, (fluid) momentum diffusion is more rapid than

(scalar) mass diffusion, as quantified by the Schmidt number Sc ≡ η/ (ρD) > 1, giving

the so-called “Batchelor regime”. Indeed, for the ET flows we consider in this proposal,

Sc ∼ 103 to 107. In this case, solute mixing is mediated by successive stretching and folding

119



of fluid lamellae, analogous to the process of kneading dough,237 eventually resulting in a

smallest lamellae width set by the competition between mass diffusion and fluid stretching,

known as the Batchelor scale ℓB ∼
√

D/γ—leading to established scalings for the solute

concentration distribution that can be used to predict reaction kinetics in flows with chem-

ical reactants.223

For elastic turbulence at low Re ≪ 1 and highWi > Wic, the chaotic flow is thought to

similarly lead to enhancements in solute mixing, as described by numerical simulations.131,238,239

Experiments in weakly-confined geometries have confirmed this expectation, demonstrat-

ing that in many cases, the predictions of Batchelor mixing apply—in this case, with the

FTLE γ set by a characteristic polymer relaxation time λ.152,240–246 Thus, elastic turbulence

has been explored for enhanced heat and mass transport in diverse contexts.148,152,154,162,164,238,239,246–257

However, it remains unexplored how this enhancement in mixing couples with the natural

mixing induced by a disordered 3D porous medium.

Even for laminar flows, when they are in porous media composed of disordered gran-

ular packings, the structural heterogeneity of the pore space can also give rise to chaotic

Batchelor mixing over large multi-pore length scales.258–268 In particular, the steady, lami-

nar flow past different grains successively stretches and folds fluid lamellae (blue lines in Fig.

5.4)—in this case, with the large-scale FTLE γ set by the inverse of the pore-scale advection

time≈ d/U, where d andU are the characteristic grain diameter and flow speed, respec-

tively. Thus, this heterogeneity-induced deformation of fluid elements can enhance mixing

compared to flows in more uniform channels. Nevertheless, when used for flow chemistry,

this approach is still inherently limited by slow diffusion of reactants at the pore scale. We

conjecture that elastic turbulence can overcome the limitations of laminarity to promote
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mixing at the pore scale as well.

5.2.1 Preliminary results

As a first step to test this idea, we have directly visualized solute mixing in the presence of

elastic turbulence. We fabricate a coarse 3D porous medium following our earlier protocol

(§A.4), except in a rectangular quartz capillary A ≈ 4 mm × 2 mm. We then glue in two

14 gauge needles (≈ 2mm outer diameter) to introduce co-flowing streams. We introduce

identical solutions (either polymer solution formulation B §A.1.1 or the corresponding

pure solvent), one stream with a fluorescent dye (solute) and one without (solute-free),

as schematized in Fig. 5.5B. We use initial dye concentrations of c0 = 200 to 500 ppb

of rhodamine red-X (Succinimidyl Ester, 5-isomer Thermo Fischer). As a calibration, we

use constant confocal settings (laser power 14, gain 45, offset 0, images collected in a sim-

ilar capillary setup and imaging depth as porous medium experiments with the same 4x

objective, pixel size, frame rate, and frame size) on a concentration dilution series of this

dye, we observe that the collected laser intensity (ranging from 0 to 4095 as a 16-bit image)

scales linearly with dye concentration, allowing us to convert local fluorescent intensity I

directly with local concentration c (notably the fluorescence intensity is a strong function

of solvent, as shown by the same measurement for rhodamine red in water—green line Fig.

5.5C). Using the fully-mixed concentration 0.5c0, we define a normalized concentration

c̃ ≡ c/ (0.5c0 − 1)which is c̃ = 1 in the dyed stream, c̃ = −1 in the un-dyed stream, and

tends to c̃ → 0 for complete mixing. All further measurements are reported in terms of c̃.

We then image the pore space using confocal microscopy to characterize the spreading of

the solute plume over space and time, at different length scales. We image at a plane∼ 200
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Figure 5.5: Setup to test the role of elas c turbulence on solute mixing. A photographs of capillary setup. A er a small
amount of 5 min epoxy is used to hold the needles in place, 24 hour marine weld is used to create a water- ght seal. B
Schema c of dye plumes to be tracked by confocal microscopy. C Empirical rela on of measured fluorescence intensity
to rhodamine red concentra on taken at the same laser and collec on se ngs as all experiments in this sec on.

µm above the bottom capillary wall using the a 4x objective, galvano scanner at 1024×1024

pixels, 3.09 µm/pixel, and 0.5 fps for intervals of 3 min. We image sequentially down the

length of the medium, with 90% frame overlap and stitch the images by averaging pixels

in the overlapping area (Fig. 5.6A). Over the length of the medium, the initially distinct

streams (black c̃ = −1 and yellow c̃ = 1) mix to produce an intermediate concentration

(blue to green c̃ ≈ 0). Looking at an individual frame∼ 1/3 of the length from the inlet,

we can see the pore-scale dynamics of mixing (Fig. 5.6B and C). At a lowWiI = 1.9 the

flow is laminar, and mixing occurs by dispersion within the disordered medium, charac-

terized by large lamellae of high dye concentration formed by fluid folding (white ellipses).

At a higher WiI = 4.4, above the onset of elastic turbulence, the pore-scale lamellae ap-

pear more blurred (white ellipses), and some pores near the interface are clearly closer to

the fully mixed (compare shift from yellow to green-blue in pores with red ellipses). A clue

to the origin of these two effects is revealed by the standard deviation of dye concentration
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Figure 5.6: Macro-scale imaging tracks mixing in a 3D porous medium. A S tched images show mixing of two ini ally
dis nct dye concentra ons (black-navy c̃ = −1 and white-yellow c̃ = 1) to an intermediate c̃ ≈ 0 (blue-green).
Time-averaged concentra on ⟨̃c⟩t below (WiI = 1.9 in B) and above (WiI = 4.4 in C) the onset of elas c turbulence
show how some pores are be er mixed (red ellipses). Standard devia on of concentra on σ(̃c) reveals strong temporal
fluctua ons in dye concentra on above the onset of elas c turbulence.

over the course of the 3 min video: the flow exhibits must stronger local fluctuations in dye

concentration at the higher WiI = 4.4 (more yellow-white in fig. 5.6C than in B).

Consistent with the Batchelor picture of chaotic mixing, our pore-scale imaging at high

time resolution (30 fps on resonant scanner) also revealed that this enhanced mixing is gen-

erated by the successive folding of solute lamellae into the bulk solute-free fluid, mediated

by elastic turbulence (Fig. 5.7A). Kymographs show how flow fluctuations drive the fold-

ing of dye lamellae in time (Fig. 5.7B–C). The temporal power spectrum of these fluctua-

tions exhibits a power law decay, indicating that a broad spectrum of chaotic dye concen-

tration fluctuations (Fig. 5.7D). Similarly, the spatial power spectrum of these pore-scale

fluctuations reproduces the predicted Batchelor scaling (Fig. 5.7E),269 and the distribution

of dye within the pore over time follows a gamma distribution, as expected in Batchelor

mixing (Fig. 5.7F).258

These results suggest the tantalizing possibility that the pore-scale mixing induced by
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Figure 5.7: Elas c turbulence drives chao c concentra on fluctua ons at pore-scale, consistent with Batchelor picture
of mixing. A Instantaneous image of dye concentra on forWiI = 4.4 at pore-scale taken at 30 fps on resonant
scanner. B–C Elas c turbulence drives fluctua ons in dye concentra on in both space and me. D A broad spectrum of
observed concentra ons over me indicate that the fluctua ons are chao c. E Power-law scaling for spa al spectrum in
concentra on reproduces expected Batchelor scaling of β = −1. F distribu on of concentra ons over space and me
consistent with a gamma distribu on, as expected for Batchelor-regime mixing.
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elastic turbulence in a porous medium can be understood using the same formalism used

in traditional inertial turbulence. Future work is needed to understand how this pore-scale

mixing translates to macroscopic mixing, and how this couples with the natural dispersive

mixing of a porous medium. We hypothesize that the effects of large-scale mixing in porous

media due to structural disorder and the effects of pore-scale mixing due to ET will op-

erate jointly—as schematized by the red lines in Fig. 5.4—thereby improving the overall

efficiency of scalar mixing and reactive flows in porous media.
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A
Materials andMethods

This appendix describes in more details on the solution formulations, experimental setups,

and computational processing details helpful for replication and extension of this work.

126



A.1 Polymer solutions

We use two different polymer solution formulations throughout this dissertation. For ex-

periments in the SLA printed channels (chapter 2), we use formulation A following pre-

vious work.14,85,97,154 For experiments in our 3D porous media setup (chapters 3, 4, and

5), we use formulation B, which we have tuned to precisely match the refractive index of

glass beads n ≈ 1.4786. All solutions are used within two months of preparation. All solu-

tions are prepared by dissolvingMw = 18 MDa hydrolyzed polyacrylamide (HPAM; 30%

carboxylated monomers, Polysciences) in ultrapuremilliPore water and then diluting with

other solvents (glycerol, DMSO) and solutes (NaCl, fluorescent dyes, fluorescent tracer

particles).

Formulation A is comprised of a 300 ppm solution ofMw = 18 MDaHPAM and

1 wt.%NaCl (Sigma Aldrich) dissolved in 10 wt.% ultrapuremilliPore water, and 89 wt.%

glycerol (Sigma Aldrich).

Formulation B is comprised of 300 ppm solution ofMw = 18 MDaHPAM and 1%

NaCl (Sigma Aldrich) dissolved in 6 wt.% ultrapuremilliPore water, 82.6 wt.% glycerol

(Sigma Aldrich) and 10.4 wt.% dimethyl sulfoxide (DMSO; Sigma Aldrich) to obtain a

solution whose refractive index is precisely matched to that of the glass beads n = 1.479 ≈

1.4786

A.1.1 Rheology and characterization

We characterize all flow properties using shear rheology measurements of a 1 mL sample of

the polymer solution. We use a cone-plate geometry in an Anton PaarMCR301 rheometer,

using a 1° 5 cm diameter cone set at a 50 µm gap. We measure the shear stress σ and first
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Figure A.1: Bulk rheology measurements of the shear stress and first normal stress difference as a func on of shear rate
for the polymer solu on formula on B used in chapter 2. Data are taken before (dark blue) and a er (light blue) a porous
media flow experiment (at the highest tested flow rateQ = 5 mL/hr), showing that polymers are not appreciably
degraded by the unstable flow 270. Error bars represent standard devia on over five replicate rheological measurements.
Fresh polymer solu ons are prepared for each experiment, and all dimensionless quan es described in the text are
calculated using rheology on fresh samples.

normal stress differenceN1 over a range of shear rates γ̇ = 0.1 s−1 to 100 s−1, which spans

the range of wall shear rates γ̇w encountered in our SLA printed channels and the range of

characteristic interstitial shear rates γ̇I encountered during the flow experiments in porous

media (Figures A.1 and A.2). To assess reproducibility, we collect data from at least four

different samples, and find identical results for all four samples (standard deviation shown

by error bars). Both the shear stress and first normal stress difference vary with shear rate

according to power laws σ(γ̇) ≈ As(γ̇)αs andN1(γ̇) ≈ An(γ̇)αn , where σ andN1 have

units of Pa and γ̇ has units of s−1 (Table A.1). The shear stress varies approximately linearly

with shear rate in both cases, indicating that shear thinning effects are small due to the high

viscosity of the background solvent (β = ηs/η0 = 0.6 for formulation A and 0.5 for

formulation B).

128



Figure A.2: Bulk rheology measurements of the shear stress and first normal stress difference as a func on of shear
rate for the polymer solu on formula on B used in chapter 3. Data are taken before (dark blue) and a er (light blue) a
porous media flow experiment (at the highest tested flow rateQ = 5 mL/hr), showing that polymers are not apprecia-
bly degraded by the unstable flow 270. Error bars represent standard devia on over four replicate rheological measure-
ments. A power law fit for shear stress σ(γ̇) ≈ As(γ̇)αs gives As ≈ 0.369(8) Pa · s1+αs , αs ≈ 0.934(7) ± 0.001.
A power law fit for the first normal stress differenceN1(γ̇) ≈ An(γ̇)αn gives An ≈ 1.46(3) Pa · s1+αn ,
αn ≈ 1.23(1)± 0.04.

Quantity Formulation A (Ch. 2) Formulation B (Ch.3) Formulation B (Ch.4&5)
As 0.310± 0.002 Pa · sαs 0.369 Pa · sαs 0.3428± 0.0002 Pa · sαs
αs 0.922± 0.004 0.934± 0.001 0.931± 0.001
An 0.85± 0.24 Pa · sαn 1.46 Pa · sαn 1.16± 0.03 Pa · sαn
αn 1.38± 0.09 1.23± 0.04 1.25± 0.02
η0 0.319 Pa · s 0.419 Pa · s 0.419 Pa · s
ηs 0.197 Pa · s 0.230 Pa · s 0.230 Pa · s
β = ηs/η0 0.6 0.5 0.5

Table A.1: Rheology fit parameters to power-law stress rela onships σ(γ̇) ≈ As(γ̇)αs andN1(γ̇) ≈ An(γ̇)αn . Zero
shear viscosity defined using the lowest tested wall shear rate (γ̇w Ch.2) or inters al shear rate (γ̇I otherwise).
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To assess possible degradation of polymers due to unstable flow in the porous media,270

we also characterize the rheology of the same polymer solution before and after performing

flow experiments at the highest flow rate tested,Q = 5 mL/hr. We do not find observ-

able variation in the shear rheology (light blue symbols Figs. A.1 and A.2), indicating that

polymer degradation due to the unstable flow is minimal.

We use shear rheology of the diluted polymer solution formulation B to characterize

molecular properties. In particular, shear rheology measurements of a dilution series at dif-

ferent polymer concentrations c (Fig. A.4) yield the pure solvent viscosity ηs = 0.226 ±

0.009 Pa · s and the intrinsic viscosity [η] = (3± 1)× 10−4 ppm−1. This quantity directly

yields an estimate of the polymer overlap concentration c∗ as established previously:271

c∗ ≈ 0.77/[η] = 600 ± 300 ppm, and therefore, our experiments use a dilute polymer

solution at≈ 0.5 times the overlap concentration. We also use this quantity to estimate the

mean polymer radius of gyrationRg using the relation c∗ ≈ (Mw/V)/NA, whereMw is

the polymer molecular weight,V = 4πR3
g/3 is the volume occupied by a single polymer

molecule, andNA is Avogadro’s number,272 yieldingRg ≈ 220 nm. We independently ver-

ify this estimate using dynamic light scattering (DLS) of a dilute 10 ppmHPAM solution

in the same index-matched solvent used in the flow experiments; we measure a mean hydro-

dynamic radiusRh ranging from 40 to 320 nm, which corresponds toRg ≈ 160 to 210 nm

using the shape factor ρ ≡ Rg/Rh ≈ 1.3 to 1.7 established previously.273
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Figure A.3: Bulk rheology measurements of the shear stress and first normal stress difference as a func on of shear rate
for the polymer solu on used in chapters 4 and 5. Error bars represent standard devia on over four replicate rheological
measurements. A power law fit for shear stress σ(γ̇) ≈ As(γ̇)αs gives As = 0.3428 ± 0.0002 Pa · sαs with
αs = 0.931 ± 0.001. A power law fit for the first normal stress differenceN1(γ̇) ≈ An(γ̇)αn gives An = 1.16 ±
0.03 Pa · sαn with αn = 1.25± 0.02.

Figure A.4: Bulk rheology measurement of the solu on intrinsic viscosity. A Shear viscosity measurements of polymer
solu on diluted with pure solvent. B Fit of the measured zero-shear viscosity η0 with concentra on c gives η0/ηs =
1+ [η]c where the pure solvent viscosity is ηs = 0.226± 0.009 Pa · s and the intrinsic viscosity is [η] = (3± 1)×
10−4 ppm−1.
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A.2 SLA printed channel fabrication

To fabricate each device used in chapter 2, we 3D-print the open-faced channel with a

FormLabs Form 2 stereolithography printer, using a proprietary clear polymeric resin

(FLGPCL04) composed of methacrylate oligomers and photoinitiators. We then glue inlet

and outlet tubing directly into 3D-printed connectors designed to minimize perturbation

of the polymers away from the pores. Finally, as shown in figure 3.1, the whole assembly is

screwed shut using a clear acrylic sheet laser-cut to size and placed on top of a thin strip of

polydimethylsiloxane (PDMS), which provides a water-tight seal.

A.2.1 SLA printed channel flow control

The polymer solution is injected through the porous medium at a fixed volumetric flow

rateQ using a syringe pump (Harvard Apparatus PHD 2000). The time required to in-

ject a single pore throat volume is then given by τpv ≡ Vpv/Q, where we define the pore

throat volume as the void volume between the beginning and end of a pair of opposing

hemi-cylinders,Vpv = DpWH − πD2
pH/4. In our experiments at sufficiently largeQ,

we find that unstable fluctuations begin after≈ 10τpv and continue to develop over a time

scale of≈ 40τpv, after which it reaches a dynamic equilibrium in which the statistical prop-

erties of the flow in chapter 2 do not appreciably change. Our flow visualization measure-

ments are thus taken≈ 300τpv after initiating the flow to ensure that the unstable state is

fully developed.
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A.2.2 SLA printed channel imaging

To visualize the flow, we invert and mount each assembled device on a Nikon A1R in-

verted laser-scanning confocal microscope. For imaging, we use a green laser with an exci-

tation wavelength of 488 nm and detection in the range 500 to 550 nm, which enables us

to identify the individual fluorescent particles. We employ resonant scanning, in which

the laser is raster scanned over each pixel sequentially, with a CFI60 Plan Apochromat

Lambda 4x objective lens with 0.2 numerical aperture. This setup enables us to continu-

ally raster a field of view of 2127 µm by 2127 µm. We acquire fluorescence images every 33

ms (30 frames per second), from an optical slice of 17.9 µm thickness in the center of the

channel height. To visualize the pathlines of the individual tracer particles, we average suc-

cessive frames for 10τpv, yielding the micrographs shown in figures 2.3, 2.5, 2.6, 2.7, and

2.8. The particles can be considered faithful tracers of the streamlines because tracer par-

ticle advection dominates over diffusion, as described by the particle-scale Péclet number

Pe ≡ (Q/A)Dp/D > 105 ≫ 1, whereD = kBT/3πη0Dt = 6 × 10−3 µm2/s is the

Stokes-Einstein particle diffusivity. We thus refer to the particle pathline measurements as

fluid streamlines throughout chapter 2.

A.3 Hele-Shaw chamber fabrication

To characterize the macro-scale partitioning of flow in chapter 4, we fabricate an unconsol-

idated stratified porous medium in a Hele-Shaw assembly. We 3-D print an open-faced

rectangular cell with span-wise (y-direction) cross-sectional area A = 3 cm × 0.4 cm

and stream-wise (x-direction) length L = 5 cm using a clear methacrylate-based resin
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(FLGPCL04, Formlabs Form3, see §A.2). To ensure an even distribution of flow at the

boundaries, we use three inlets and outlets equally-spaced along the cross-section. We then

fill the cell with spherical borosilicate glass beads of distinct diameters arranged in parallel

strata using a temporary partition, with bead diameters dp = 1000 to 1400 µm (Sigma

Aldrich) and 212 to 255 µm (Mo-Sci) for the coarse (subscript C) and fine (subscript F)

strata, respectively. The strata have equal cross-sectional areas AC ≈ AF ≈ A/2 and thus

the area ratio Ã ≡ AC/AF ≈ 1. Steel mesh with a 150 µm pore size cutoff placed over the

inlet and outlet tubing prevents the beads from exiting the cell. We tamp down the beads

for 30 min to form a dense random packing with a porosity φV ∼ 0.4182. We then screw

the whole assembly shut with an overlying acrylic sheet cut to size, sandwiching a thin sheet

of polydimethylsiloxane to provide a watertight seal.

Flow control For all macro-scale experiments, we use aHarvard Apparatus PHD 2000

syringe pump to first introduce the test fluid—either the polymer solution or the polymer-

free solvent, which acts as a Newtonian control—at a constant flow rateQ for at least one

pore volume tPV ≡ φVAL/Q before imaging to ensure an equilibrated starting condition.

Permeability Because the permeability of a homogeneous porous medium or an iso-

lated stratum in a stratified medium varies as∼ d2p , we estimate the permeability of each

strata within th Hele-Shaw assembly by scaling kC and kF with the differences in bead size

accordingly—yielding k ≈ 440 µm2 (k̃ ≈ 26) for the entire stratified medium, in reason-

able agreement with the measured k = 270 µm2 for the entire medium. For both assem-

blies, we define a characteristic shear rate of the entire medium γ̇I ≡ Q/
(
A
√

φVk
)
as the

ratio between the characteristic pore flow speedQ/(φVA) and length scale
√
k/φV,

137,160

which range from γ̇I ≈ 0.2 to 26 s−1 in all our experiments.
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A.3.1 Hele-Shaw chamber imaging

We visualize the macro-scale scalar transport by the fluid by introducing a step change in

the concentration of a dilute dye (0.1 wt.% green food coloring,McCormick) and record

the infiltration of the dye front using a DSLR camera (Sony α6300). To track the pro-

gression of the dye as it is advected by the flow, we determine the “breakthrough” curve

halfway along the length of the medium (x = L/2) by measuring the dye intensity C

averaged across the entire medium cross-section, normalized by the difference in intensi-

ties of the final dye-saturated and initial dye-free medium, Cf and C0, respectively: C̃ ≡(
⟨C⟩y − ⟨C0⟩y

)
/
(
⟨Cf⟩y − ⟨C0⟩y

)
. Repeating this procedure for individual strata (sub-

script i) and tracking the variation of the stream-wise position Xi at which C̃i = 0.5 with

time provides a measure for the superficial velocityUi = dXi/dt in each stratum.

A.4 3D porous media fabrication

We pack spherical borosilicate glass beads (Mo-Sci) in square quartz capillaries (A = 3.2 mm×

3.2 mm;Vitrocom), densify them by tapping, and lightly sinter the beads for 1 to 3 min at

1000—resulting in a dense random packing with φV ≈ 0.41 and tortuosity≈ 2, as we

previously measured using confocal microscopy.183,274 To control and characterize flow

in the pore space, we glue inlet and outlet tubing into the inlet and outlet of the medium,

respectively, with valves for pressure taps.183 We fabricate three different media: a homo-

geneous coarse medium (glass bead diameter dp = 300 to 355 µm; pore throat diameter

dt ≈ 0.16dp ≈ 52 µm; chapter 3), a homogeneous fine medium (dp = 125 to 155 µm;

dt ≈ 22 µm; chapter 4), and a stratified medium with parallel coarse and fine strata (Chap-
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ter 3), each composed of the same beads used to make the homogeneous media, again with

equal cross-section areas, Ã = AC/AF ≈ 1.6,184 The length of the medium along the

imposed flow direction is ΔL = 8.1 cm (coarse), ΔL = 2.8 cm (fine) ΔL = 2.3 cm

(stratified).

Pressure dropWemeasure the pressure drop across the medium ΔP using anOmega

PX26 differential pressure transducer, averaging measurements obtained over 60 min; the

temporal fluctuations in these measurements are minimal, and as a result, the correspond-

ing error bars in reported pressure drop and apparent viscosity figures are smaller than the

symbol size (or else are shown).

Permeability For each medium, we determine the permeability via Darcy’s law using

experiments with pure water, yielding kC = 79 and kF = 8.6 µm2 for the homogeneous

coarse and fine media, respectively—in reasonable agreement with our previous measure-

ments of similar media183 and with the prediction of the established Kozeny-Carman rela-

tion.185 The measured permeability for the entire stratified porous medium is k = 32 µm2,

in reasonable agreement with the relation k ≈ ÃkC+(1−Ã)kF ≈ 44 µm2, obtained by con-

sidering the strata as separated homogeneous media providing parallel resistance to flow.

The permeability ratio between the two strata is then k̃ ≡ kC/kF ≈ 9. Because the per-

meability of a homogeneous porous medium or an isolated stratum in a stratified medium

varies as∼ d2p , we estimate the permeability of each strata within the Hele-Shaw assembly

by scaling kC and kF with the differences in bead size accordingly—yielding k ≈ 440 µm2

(k̃ ≈ 26) for the entire stratified medium, in reasonable agreement with the measured

k = 270 µm2 for the entire medium. For both assemblies, we define a characteristic shear

rate of the entire medium γ̇I ≡ Q/
(
A
√

φVk
)
as the ratio between the characteristic pore
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Parameter Coarse porous medium (Ch. 3) Fine porous medium (Ch. 4)
dp 300–355 (µm) 125–155 (µm)
dt 55 (µm) 22 (µm)
k 79 (µm2) 8.6 (µm2)
ΔL 8.1 (cm) 2.8 (cm)

Table A.2: Parameters of coarse (Ch. 3) and fine (Ch. 4 sintered 3D porous media. Glass bead diameter dp, mean pore
throat size dt, measured permeability k, and length ΔL. All porous media have cross sec onal area set by the quartz
capillary A = 3.2 mm× 3.2 mm.

flow speedQ/(φVA) and length scale
√
k/φV,

137,160 which range from γ̇I ≈ 0.2 to 26 s−1

in all our experiments.

A.4.1 3D sintered media flow control

For all pore-scale experiments, before each experiment, we infiltrate the medium to be stud-

ied first with isopropyl alcohol (IPA) to prevent trapping of air bubbles and then displace

the IPA by flushing with water. We then displace the water with the miscible polymer so-

lution, seeded with 5 ppm of fluorescent carboxylated polystyrene tracer particles (Invitro-

gen),Dt = 200 nm in diameter. This solution is injected into the medium at a constantQ

usingHarvard Apparatus syringe pumps—a PHD 2000 forQ > 1 mL/hr or a pico elite

forQ < 1 mL/hr—for at least 3 hours to reach an equilibrated state before flow character-

ization. After each subsequent change inQ, the flow is given 1 hour to equilibrate before

imaging.

A.4.2 3D porous media imaging

To visualize the pore-scale flow in situ, we seed the polymer solution with 5 ppm of fluo-

rescent carboxylated polystyrene tracer particles (Invitrogen),Dt = 200 nm in diameter.
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Wemonitor the flow in individual pores using aNikonA1R+ laser scanning confocal flu-

orescence microscope with a 488 nm excitation laser and a 500-550 nm sensor detector;

the tracer particles have excitation between 480 and 510 nm with an excitation peak at 505

nm, and emission between 505 and 540 nm with an emission peak at 515 nm. These parti-

cles are faithful tracers of the underlying flow field since the Péclet number remains above

Pe ≡ (Q/A)Dt/D > 105 ≫ 1, whereD = kBT/3πηDt = 6 × 10−3 µm2/s is the

Stokes-Einstein particle diffusivity. We then visualize the flow using a 10× objective lens

with a variable field of view and temporal resolution—159 µm by 159 µm at 60 frames per

second for pores dp = 125 to 155µm, and 318 µm by 318 µm at 30 frames per second for

pores dp = 300 to 355µm—with the confocal resonant scanner and a constant spatial

resolution of 0.62 µm from an optical slice of 8 µm thickness at a depth of∼ 100’s of µm

within the medium. We represent the movies thus obtained by intensity-averaging images

over a time scale≈ 2.5 µm/ (Q/A), producing particle pathlines that well-approximate

the instantaneous flow streamlines. To visualize the pore space, we also dye the solution

with 0.5 ppm of rhodamine red dye, which has an excitation wavelength between 480 and

600 nmwith an excitation peak at 560 nm, and emission between 550 and 700 nmwith

an emission peak at 580 nm. The dyed pore space is imaged using a 561 nm excitation laser,

and detected with a 570–620 nm sensor. Choice of these fluorescent markers allows us to

image both the pore space and the dynamic flow within it at high resolution, with no ob-

servable cross talk or bleed through on the laser channels.

Imaging routineWe have two imaging procedures to access flow changes over different

timescales. To monitor long-time spectral characteristics of the flow, we monitor the flow

continuously for a single 10 min interval. To monitor the slow changes in the flow field
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over time, we instead record the flow in intermittently in 2 s intervals every 4 min for 60

min.

For chapter 3, we image nine pores randomly chosen near the inlet of the medium and

ten pores randomly chosen near the outlet using the intermittent imaging protocol; we do

not observe noticeable differences in the results obtained depending on position along the

medium. Of the 19 pores imaged, 12 exhibit a well-defined critical Wic below which the

pore-scale flow is stable and laminar, above which the pore-scale flow is unstable. For the

other 7 pores (≈ 37%) we cannot determine a clear Wic within the range of Wi explored

in our experiments; thus, the analysis in Figs. 3.5E–F omits these pores. The analysis in

Fig. 3.10, however, does not. For chapter 4 we image 10 pores in the middle of the medium

using the intermittent imaging procedure and 10 pores in the middle using the continuous

imaging procedure. We see no appreciable difference in the measured ⟨χ⟩t,V between these

two protocols (Fig. 4.2).

A.5 Analysis of pore-scale flow

A.5.1 Processing of PIV data

We track the two-dimensional instantaneous velocity field within each pore with particle

image velocimetry (PIV) using PIVLab.186 We iterate PIV down to a final spatial discretiza-

tion Δx = 7.74 µm (coarse) or Δx = 12.43 µm (fine). For our intermittent imaging

protocol, we observe minimal fluctuations over the course of each 2 s interval, so we aver-

age the velocity field obtained in each such interval to give a quasi-steady snapshot of the

velocity field at each time point separated by 4 min, u(x, t) ≡ (u(x, t), v(x, t))where the

position vector x ≡ (x, y). For our continuous imaging protocol, we instead average only
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over 3 frames (100 ms) to minimize PIV noise, but retain high frequency spectral data.

Velocity fluctuations In our analysis of the pore-scale flow, the root mean square veloc-

ity of a pixel is calculated as the temporal root mean square of the magnitude of the fluctua-

tion from the temporal mean,275 urms(x) =
(
⟨||u(x, t) − ⟨u(x, t)⟩t||2⟩t

)1/2. We normalize

this quantity by the velocity magnitude averaged over time and space (over all pixels) for

each pore, ⟨u⟩t,x = ⟨⟨||u(x, t)||⟩t⟩x. To quantify velocity fluctuations arising from unstable

flow, we compute the velocity fluctuations u′(x, t) = u(x, t)− ⟨u(x, t)⟩t.

Velocity gradientsThis fluctuation field enables us to calculate the velocity gradient

tensor associated with flow fluctuations, s′ij = ∂u′i/∂xj, pixel-by-pixel. In general, to com-

pute the discrete derivatives, we use the central difference method, in which the derivative

of fwith respect to x evaluated around x = x0 is given by

(
∂f
∂x

)
x0
≈ 1

2

(
f(x0 + Δx)− f(x0)

Δx
+

f(x0)− f(x0 − Δx)
Δx

)
.

On the boundaries of data sets, this central difference is replaced with the forward or back-

ward finite difference (first or second term respectively).

A.5.2 Distributions of key flow parameters

To characterize the distribution of key flow parameters in the porous medium in the stable

laminar case, we use our PIV measurements well below the onset of elastic turbulence (at

γ̇I = 0.48 s−1) to determine the base laminar flow field throughout the pore space. We

then estimate the shear rate γ̇ =
(
∂ui/∂xj + ∂uj/∂xi

)
/3 using the in-plane component

γ̇ ≈ ∂u/∂y + ∂v/∂x, since our 2D PIV cannot resolve out-of-plane velocity components.

This approximation then allows us to estimate the magnitude of the spatially-varyingWeis-
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Figure A.5: Distribu ons of flow parameters for 19 imaged pores in the laminar steady flow regime. (A) The localWi is
broadly distributed; the characteris c macroscopically-definedWiI represents the upper bound of this distribu on. (B)
The localM is also broadly distributed; the characteris c macroscopically-definedMI represents the upper bound of
this distribu on.

senberg number Wi(x) ≡ N1
(
γ̇(x)

)
/2σ
(
γ̇(x)

)
pixel-by-pixel using the rheologically-

measuredN1 and σ. The distribution of the measuredWi(x) for 19 imaged pores is shown

in Fig. A.5A. As shown by the data, the characteristic interstitial Weissenberg number

WiI ≡ N1(γ̇I)/2σ(γ̇I) defined using imposed macroscopic flow conditions and macro-

scopic characteristics of the porous medium represents the upper limit of this distribution.

Elastic instabilities have been studied in a range of simplified geometries, and are typi-

cally parametrized using the Weissenberg number. Thus, we also parametrize the different

flow rates tested primarily using the Weissenberg number; however, we note that the onset

of unstable flow due to streamline curvature can be described using a linear stability analy-

sis of the Stokes equation for a viscoelastic fluid.76,77 This analysis indicates that the largest

destabilizing term, which leads to the generation of unstable flow locally, is proportional

to M ≡
√
Wi ·De, where the Deborah number De ≡ λ(γ̇)||u||κ compares the polymer

relaxation time λ to the flow time scale (||u||κ)−1 and κ is a measure of the local streamline

141



curvature.154 In this picture, elastic stresses build up in the flow, generating elastic turbu-

lence whenM exceeds a critical value Mc, found to be≈ 6 to 20 in experiments performed

in diverse simplified geometries.2,76–79,154,276 Thus, the transition to elastic turbulence could

also be parameterized using a characteristic interstitial MI ≡
√

N1(γ̇I)
η0 γ̇I

· λ(γ̇I)(Q/A)κI, again

defined using imposed macroscopic flow conditions and macroscopic characteristics of the

porous medium; here the characteristic streamline curvature is set by the pore length scale,

with κI = 1/
(
2
√

φk
)
. We again use our measurements of the spatially-varying shear rate

γ̇(x), as well as direct measurements of the spatially-varying local streamline curvature κ(x),

to compute the spatially-varyingM(x) =
√
Wi (x) ·De (x), pixel-by-pixel. The distribu-

tion of the measuredM(x) for all 19 imaged pores is shown in Fig. A.5B. As shown by the

data, the characteristic interstitial MI defined using imposed macroscopic flow conditions

and macroscopic characteristics of the porous medium represents the upper limit of this

distribution. For our experiments, MI ranges from 3.3 to 8.1. The range of Mc,i at which

pores become unstable is measured to be≈ 5.5 to 7.9, in good agreement with the range of

≈ 6 to 20 observed in simplified geometries.

A.5.3 Determination of pore-scale criticalWeissenberg number

To determine the critical Weissenberg number in each pore, we first plot the fraction of

time unstable Ft for each pore. To superpose the plots, we shift each curve by the Wi50,

defined by the point where Ft = 0.5, linearly interpolating between data points as needed:

this procedure enables us to avoid noise in the limits Ft ≈ 0 and Ft ≈ 1. We define a

constant shift of Wic = Wi50 − 0.35 (Table A.3), which minimizes the error in the power

law fit Ft ∼ (WiI/Wic − 1)αf , where the exponent αf ≈ 0.4 ± 0.1 is obtained from
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Figure A.6: Evalua ng the possible role of flow correla ons between neighboring pores. AMul -pore imaging at three
different flow rates indicates that localized regions of unstable flow (blue, green, yellow) coexist amidst regions of sta-
ble flow (purple). B To quan fy possible correla ons in the flow across neighboring pores, we measure the temporal
varia on of the instantaneous frac on of space Fx,i that is unstable (u′/⟨u⟩t,x > 0.2, where ⟨u⟩t,x is taken over
the en re mul -pore field of view) in each pore i, and assess the correla on between the different Fx,i at each me,
indicated by each blue point in the panels shown. The pore labels i are indicated in the third panel of A. The Pearson
correla on coefficients obtained from the data for pores i and j are indicated by ρi,j. Only one pair of neighboring pores
(C and E) shows a sta s cally significant correla on (p < 0.05, two-tailed t-test), but only with a weak correla on
of ρC,E = 0.17; all other pairs of pores show no significant correla on in flow state. Thus, unstable pores may be
weakly correlated to their closest neighbors, but these unstable regions are fairly independent from pores further away
— suppor ng our finding of ”porous individualism” in which different pores become unstable at different imposed flow
condi ons.

the best fit across all pores. Pores where Wic is ambiguous are omitted from this fit and the

distribution shown in Fig. 2E-F.

A.6 Numerical solver

To model the flow between strata in chapter 4, flow is always compared between two strata.

Equations 4.1, 4.2 and mass conservationQ = QC + QF are solved numerically by generat-

ing an array of shear rates, inserted into 4.2. For each input shear rate γ̇I,Cand exact pressure
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Pore name x (mm) y (mm) Wic
A 58.52 2.99 2.62
B 60.55 2.79 3.11
C 59.88 0.65 3.56
D 1.36 2.34 3.53
E 1.55 2.04 3.13
F 1.02 1.94 3.94
G 1.31 1.78 2.90
H 60.93 3.05 3.23
I 59.93 2.30 3.13
J 59.74 1.71 3.11
K 59.82 1.01 3.92
L 59.57 0.70 4.02
M 61.10 1.01 -
N 0.65 2.65 -
O 1.55 1.55 -
P 1.24 1.35 -
Q 1.47 1.06 -
R 1.03 0.91 -
S 60.18 2.71 -
T 17.33 1.41 -
U 18.10 2.50 -

Table A.3: Addi onal data on pores selected for imaging. Loca ons of the 19 pores (labeled A–S) selected at random
throughout the medium for imaging and PIV. Posi ons are in reference to an arbitrary reference fiducial point. For pores
with a well-defined onset, the fitWic is given (see sec on A.5.3). Pores T and U are imaged con nuously at select flow
rates for Figs. 3.3 and 3.4 only. Loca ons for pores T and U are in reference to a different arbitrary reference fiducial
point.
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Figure A.7: Model insensi vity to absolute ki andAi AModeled apparent viscosity for varying coarse layer grain diam-
eter B varying coarse layer cross-sec onal areas, both holding a constant area ra o of α = 1 and permeability ra o of
κ = 6.6.

output ⟨ΔPC⟩t in the coarse layer, the pressure in the fine layer ⟨ΔPF⟩t = ΔPC is matched

by linear interpolation to give an estimate for the shear rate γ̇I,F via Eq. 4.2. Comparing

the coarsest layer against the remaining fine strata pairwise ensures that each output shear

rate γ̇I,F corresponds to the same input shear rate in the coarsest layer. The flow rate in each

layerQi = γ̇I,i
√

φVkiAi is calculated to yield the imposed constant total flow rateQ = ΣQi

and corresponding interstitial conditions γ̇I andWiI. We confirm that the model is insen-

sitive to particular absolute permeabilities and cross-sectional areas by computing the pres-

sure drop across a 2-layer stratified system, varying permeability and cross-sectional areas

and holding the area and permeability ratio constant A.7.

A.7 Other polymer flow effects in SLA channels

For simplicity, in this dissertation I have neglected several flow phenomena that sometimes

arise for polymer solutions: namely, polymer surface adsorption, flow-induced chain migra-

tion, wall slip, and shear banding. The channel dimensions, pore sizes, solvent concentra-

tions, and polymer concentrations used throughout this dissertation help minimize these
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effects in order to isolate the influence of polymer elasticity and memory by minimizing

these other phenomena, as quantified below. These phenomena may arise in other polymer

solutions and geometries, and investigating the combined role of these phenomena is an

important direction for continued work.

A.7.1 Surface adsorption

The first effect—polymer adsorption to the solid surfaces and eventual blockage of pore

throats—has been documented for media with small pores.40,41,277–279 However, this effect

typically influences flow behavior in media having pore throats much smaller than those

explored in our work: the steady state thickness of adsorbed polymers is on the order of

polymer molecular dimensions, and for the HPAM polymer used in our experiments, this

thickness is∼ 100 nm.280 Since the thickness of this adsorbed layer is over three orders

of magnitude smaller than the smallest channel dimension Lc = 400 µm in our SLA

channels, we do not expect this adsorption layer to appreciably impact the flow. Further-

more, pore blockage is typically exacerbated by the bridging of elongated polymers across

the pore throats;279 however, the fully-elongated contour length of the HPAM polymer is

NLmon ≈ 40 µm, whereN is the degree of polymerization and Lmon is the monomer Kuhn

length. Since this fully-elongated contour length is an order of magnitude smaller than the

smallest channel dimension Lc or throat size Lt, we again do not expect polymer blockage

of the pore throats to play a considerable role in our experiments.
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A.7.2 Flow-induces chain migration andwall slip

Similarly, while flow-induced chain migration and wall slip frequently arise in confined

flows of polymer solutions, they give rise to polymer concentration inhomogeneities over

length scales∼ 0.1 to 10µm,281 one to three orders of magnitude smaller than Lc or Lt. We

estimate this length scale by balancing the influence of chain diffusion with elastic normal

stresses:282 Ld = 9
√
π

128
N1−N2
nkBT

h∗Rg, where n is the polymer number density in the bulk so-

lution, kBT is thermal energy, andRg is the polymer radius of gyration. To determine an

upper bound for Ld, we take the value of the first normal stress differenceN1 at the maxi-

mal shear rate using our shear rheology measurements, and take the second normal stress

differenceN2 to be zero. The parameter h∗ = ζ
ηs

√
H

36π3kBT
= 0.07 quantifies hydrodynamic

interactions, where ηs is the shear viscosity of the background solvent,H ≈ kBT/2R2
g is a

characteristic polymer spring constant, ζ ≈ 4Hλ is the monomer hydrodynamic friction

coefficient, and λ is the polymer relaxation time estimated using shear rheology as described

in Section 2. Using these values, we obtain Ld ≈ 20Rg = 4 µm—in reasonable agreement

with measurements that indicate Ld ≈ NLmon/3 ≈ 14 µm.283 These estimated values

are one to two orders of magnitude smaller than Lc; thus, we do not expect flow-induced

migration to appreciably impact the flow.

Polymer wall slip can play a key role when the flow channel has dimensions approaching

molecular dimensions, and for concentrated polymer solutions with a high viscosity ratio

β ≡ η0/ηs, where η0 is the maximal solution shear viscosity and ηs is the shear viscosity

of the background solvent. However, in our experiments, Lc is three orders of magnitude

larger thanRg, and our polymer solution is dilute, with β = 1.7 close to one. Indeed, an

upper bound for the length scale over which wall slip occurs Ls can be estimated189 as Ls ≤
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βRg = 330 nm. This value is over three orders of magnitude smaller than Lc; thus, we do

not expect that wall slip appreciably impacts the flow. Further, we can use this length scale

to estimate an upper bound for the wall slip speedUs using the wall shear rate γ̇ in the pore

throat at the highest flow rate tested in our experiments; we calculateUs ≤ Lsγ̇ ≈ 7 µm/s,

over two orders of magnitude smaller than the characteristic flow speeds explored in our

experiments. This estimate again suggests that wall slip does not appreciably impact the

flow.

A.7.3 Shear-banding

Shear-banding of polymers often arises during the flow of concentrated polymer solutions.

However, our experiments probe the case of dilute polymer solutions, in which polymer

overlap likely does not influence flow behavior and in which shear banding is not expected

to occur.189 This expectation is further supported by our shear rheology measurements:

over the experimental range of shear rates, our measurements of rate-controlled shear rheol-

ogy indicate that the shear stress varies approximately linearly with shear rate, with a shear

thinning exponent≈ 0.92; by contrast, shear banding typically occurs for solutions in

which the shear stress varies non-monotonically with imposed shear rate.190,191 We there-

fore do not expect that shear banding plays an appreciable role in our experiments.
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